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Section 1

What is it



Definition

Let M be a m by n nonnegative matrix.

A semidefinite
factorization of M of size k is a set of k × k positive semidefinite
matrices A1, · · · ,Am and B1, · · ·Bn such that Mi,j =

〈
Ai ,Bj

〉
.
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

The smallest size of a semidefinite factorization is defined to be
the positive semidefinite rank of M, rankpsd (M)
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Open questions

(i) Computing psd rank is hard, even for very small problems.
How hard is still open.

(ii) Efficient upper and lower bounds are still scarce.

(iii) Very interesting connections to quantum information theory
and combinatorial optimization complexity theory among
others.

(iv) It is a natural generalization of the nonnegative rank.
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Section 2

Why I do I care



Semidefinite Representations

A semidefinite representation of size k of a polytope P is a
description

P =
{

x ∈ Rn
∣∣∣ ∃y s.t. A0 +

∑
Aix i +

∑
Biy i � 0

}
where Ai and Bi are k × k real symmetric matrices.

Given a polytope P we are interested in finding how small can
such a description be.

This tells us how hard it is to optimize over P using semidefinite
programming.
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The Square

The 0/1 square is the
projection onto x1 and
x2 of 1 x1 x2

x1 x1 y
x2 y x2

 � 0.
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Slack Matrix
Let P be a polytope with facets given by
h1(x) ≥ 0, . . . ,hf (x) ≥ 0, and vertices p1, . . . ,pv .

The slack matrix of P is the matrix SP ∈ Rf×v given by
SP(i , j) = hi(pj).

Example: For the unit cube.
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1− z ≥ 0



0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 0 1 1 1
1 0 1 1 0 1 0 0
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



Slack Matrix
Let P be a polytope with facets given by
h1(x) ≥ 0, . . . ,hf (x) ≥ 0, and vertices p1, . . . ,pv .

The slack matrix of P is the matrix SP ∈ Rf×v given by
SP(i , j) = hi(pj).

Example: For the unit cube.
0
0
0

1
0
0

0
1
0

0
0
1

1
1
0

0
1
1

1
0
1

1
1
1

x ≥ 0
y ≥ 0
z ≥ 0

1− x ≥ 0
1− y ≥ 0
1− z ≥ 0



0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 0 1 1 1
1 0 1 1 0 1 0 0
1 1 0 1 0 0 1 0
1 1 1 0 1 0 0 0





Slack Matrix
Let P be a polytope with facets given by
h1(x) ≥ 0, . . . ,hf (x) ≥ 0, and vertices p1, . . . ,pv .

The slack matrix of P is the matrix SP ∈ Rf×v given by
SP(i , j) = hi(pj).

Example: For the unit cube.

0
0
0

1
0
0

0
1
0

0
0
1

1
1
0

0
1
1

1
0
1

1
1
1

x ≥ 0
y ≥ 0
z ≥ 0

1− x ≥ 0
1− y ≥ 0
1− z ≥ 0



0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 0 1 1 1
1 0 1 1 0 1 0 0
1 1 0 1 0 0 1 0
1 1 1 0 1 0 0 0





Slack Matrix
Let P be a polytope with facets given by
h1(x) ≥ 0, . . . ,hf (x) ≥ 0, and vertices p1, . . . ,pv .

The slack matrix of P is the matrix SP ∈ Rf×v given by
SP(i , j) = hi(pj).

Example: For the unit cube.
0
0
0

1
0
0

0
1
0

0
0
1

1
1
0

0
1
1

1
0
1

1
1
1

x ≥ 0
y ≥ 0
z ≥ 0

1− x ≥ 0
1− y ≥ 0
1− z ≥ 0



0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 0 1 1 1
1 0 1 1 0 1 0 0
1 1 0 1 0 0 1 0
1 1 1 0 1 0 0 0





Slack Matrix
Let P be a polytope with facets given by
h1(x) ≥ 0, . . . ,hf (x) ≥ 0, and vertices p1, . . . ,pv .

The slack matrix of P is the matrix SP ∈ Rf×v given by
SP(i , j) = hi(pj).

Example: For the unit cube.
0
0
0

1
0
0

0
1
0

0
0
1

1
1
0

0
1
1

1
0
1

1
1
1

x ≥ 0
y ≥ 0
z ≥ 0

1− x ≥ 0
1− y ≥ 0
1− z ≥ 0



0 1 0 0 1 0 1 1

0 0 1 0 1 1 0 1
0 0 0 1 0 1 1 1
1 0 1 1 0 1 0 0
1 1 0 1 0 0 1 0
1 1 1 0 1 0 0 0





Slack Matrix
Let P be a polytope with facets given by
h1(x) ≥ 0, . . . ,hf (x) ≥ 0, and vertices p1, . . . ,pv .

The slack matrix of P is the matrix SP ∈ Rf×v given by
SP(i , j) = hi(pj).

Example: For the unit cube.
0
0
0

1
0
0

0
1
0

0
0
1

1
1
0

0
1
1

1
0
1

1
1
1

x ≥ 0
y ≥ 0
z ≥ 0

1− x ≥ 0
1− y ≥ 0
1− z ≥ 0



0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1

0 0 0 1 0 1 1 1
1 0 1 1 0 1 0 0
1 1 0 1 0 0 1 0
1 1 1 0 1 0 0 0





Slack Matrix
Let P be a polytope with facets given by
h1(x) ≥ 0, . . . ,hf (x) ≥ 0, and vertices p1, . . . ,pv .

The slack matrix of P is the matrix SP ∈ Rf×v given by
SP(i , j) = hi(pj).

Example: For the unit cube.
0
0
0

1
0
0

0
1
0

0
0
1

1
1
0

0
1
1

1
0
1

1
1
1

x ≥ 0
y ≥ 0
z ≥ 0

1− x ≥ 0
1− y ≥ 0
1− z ≥ 0



0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 0 1 1 1
1 0 1 1 0 1 0 0
1 1 0 1 0 0 1 0
1 1 1 0 1 0 0 0





Semidefinite Yannakakis Theorem

Theorem (G.-Parrilo-Thomas 2011)
A polytope P has a semidefinite representation of size k if and
only if rankpsd (SP) ≤ k.

Many interesting open questions are raised. The two most
important:

I What is the psd rank of the travelling salesman polytope?

I Can psd lifts do much better than linear lifts?
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