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Abstract

This paper describes a study on the application of an algorithm to

rank the K quickest paths to the routing of data packets in Internet
networks.

For this purpose an experimental framework was developed by con-
sidering two types of random generated networks.

To obtain realistic values of the IP packet sizes, a truncated Pareto
distribution was defined, having in mind to reflect a key feature of
Internet traffic, namely its self-similar stochastic nature.

Results concerning the average CPU times of the algorithm for the
different sets of experiments will be presented and discussed.
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Internet packet routing

Traditionally routing of packets in the Internet is based on shortest path
algorithms using additive metrics (as count or delay).

However, more effective routing approaches include path multiple metrics (as
bandwidth, reliability, link load).

Cisco’s routing protocol EIGRP uses an objective function that represents
the time to transmit o data units throughout path p:

T(p) = d(p) + —— .

B(p)
o Delay of p: d(p) = >_, d;;
 Lowest bandwith of p: B(p) = min,{b;;}

Quickest path problem




Internet packet routing

Quickest path problem was solved by:
e Rosenetal. (1991)

o Martins & Santos (Bricriteria problem min{) d;;}, max{min{b;;}})
(1997)

Algorithm:

o Compute shortest paths (for delay) with increasing minimum
bandwidths

e Choose the one with minimum transmission time

Worst-case time complexity  O(r(m + nlogn))
Worst-case space complexity O(m + n)

In a network with n nodes, m arcs, and r distinct bandwidth values.



K -quickest path algorithm

Given K > 1, we intend to compute routes

P1,-.-,PK
from s to ¢ in an undirected network (N, .A), by non-decreasing order of 7.

Deviation algorithm that uses a set X of candidates to k-th quickest path,
kell,...,K}.

Algorithm:
o Compute the quickest path; Store it in X
e For (ke{l,...,K})Do
— pi < bestelement in X

- X < X —{px}
— Analyse p, and compute new candidates; Store them in X



K -quickest path algorithm

s O
New quickest paths:
P,: deviating from p; before vy, )
’U . .
Q) Ve P,: deviating from p; after or at v,
P.: deviating from p,, after vy, )




K -quickest path algorithm

Let (N, A(b;)) be the network obtained from (N, A) ignoring arcs with
bandwidth lower than b;.
Let v, be a node of path

p=(5s=01,02,...,t = Uyp))

The quickest path deviating from p before v, is:

e A shortest path ¢ that separates from p before v, in some of the
networks (N, A(b;)),i=1,...,r.




K -quickest path algorithm

Let:
o T, (T;) be the tree of shortest paths from s to any node (from any
node to t)

o Ts(2) (T¢(¢)) be the path from s to i in T, (from i to ¢ in Ty)

o &s(7) be the index of the node where 7,(¢) deviates from p* = T,(t) =
T:(s) (analogously for 7;(7))

Path ¢ can be found according to the following scheme:

o Ifp# To(t) then g = To(t) = T(s)
o Else ¢ is the minimum delay path of type 1 or type 2, where:

Type 1. T4(i) o Te(2), with &,(i) <
Type 2. T4 (3) o (i,4) o Te(§), with (3,7) € A — (T, UT;) and &(3) < a



Example

( (2)) D= <17275> T(p) =1
( ./4(5)) p = <1,2,4, 5> T(p) =45 = D1 = <13 A 3>
N A(0): p= (1,345 T(p)=3

Compute the quickest path that deviates from p; before 5.



Example




Example

Remove node 1, compute the quickest path deviating from (2, 4, 5) before 5.

p = Ts(t)
qg=(1,4,5)
T(q) = 65




.

Remove arc (1, 2), compute the quickest path deviating from p; before 5.

X ={(1,3,5),(1,2,4,3,5)} = ps = (1,3, 5)



Simulation of Internet packet routing

Internet traffic has a self-similar property (identical key statistical
features in all time scales).

Y

The correlation function of a discrete stationary self-similar traffic
process decays asymptotically according to a hyperbolic function.

Y

Heavy tailed distributions

A practical distribution often used in this context is the Pareto distribution:
Fx(z)=P(X <z)=1-(2)", z € [b,+o0[, a,b> 0,

T

e bis the location parameter,

e a €]1,2[ guarantees the statistical properties required by traffic pro-
cesses with long range dependence.



Simulation of Internet packet routing

Maximum IP datagram format size (header and content): M = 524280 bits.
Minimum size (Ethernet Il transmission unit): b = 512 bits.

Packet sizes o € [b, M| simulated with a truncated Pareto distribution:
1—(b/z)~

F (z)=Plo <z)= (D)

To compute ¢ values, generate uniformly » € [0, 1], and let
r=F1lu) = z=0b(1- uFa(M))_l/a

H = ?’_Ta (Hurst parameter) measures self-similarity described by the

number of busy servers of the M/G/oc queue with Pareto distributed service

times. We used:
a=12(H=0.9) and a=1.5 (H =0.75)



Simulation of Internet packet routing

Delays and bandwidths obtained from results in a study on packet dynam-
ICS.

dz-j\u 16 25 42 73 128 227 410 744 1365 2520 4681 8700
%\2.3 54 85 10 12 11 10 11 85 7 5 5 4.3

Arcs delay distribution (in ms)

bi; ‘ 1360 64 128 256 800 1680 2640 4000 8000
Yo ‘51.30 7.15 5.30 0.88 4.40 19.47 4.40 2.70 4.40

Arcs bandwidth distribution (in bits/ms)



Experiments set

Undirected networks (connected) with n» nodes and m = 4n arcs.
Each node is adjacent to at least 2 and at most 10 other nodes.

Two classes of networks:

o Based on a rectangular 400 x 240 grid, where n € {500, 1000, ...,3000}
nodes are randomly chosen

o Based on geographic coordinates of n = 1088 US cities
(http://ww.real estat e3d. cont gps/l atl ong. ht m

generated with 10 different seeds and s-t node pairs.

2500

Code and computer:
o C language on Linux,
o AMD Athlon workstation at 1.3 GHz, with 512 Mb of RAM.
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Results — Random networks
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Results — US network
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Conclusions

Proposals:

o Generation of alternative routes for packets in Internet, using total
trasmission time as the metric function and applying an efficient
K-quickest path algorithm.

o Probabilistic model to generate packet sizes, using a truncated Pareto
distribution to simulate realistic Internet routing conditions.

o Computational experience on 2 topologies: random networks and US-
cities networks.

Empirical results:

o CPU times depend linearly on the number of determined paths and
Increase with the size of the network.

o The procedure is efficient in practical situations.

e In the worst tested situation the 50 best solutions in a network with
3000 nodes were obtained in 1.743 seconds.
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