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On the inverse field of values problem

Natália Bebiano1

1CMUC and Department of Mathematics, University of Coimbra, Portugal

E-mail address: 1bebiano@mat.uc.pt

Abstract

The field of values of a linear operator is the convex set in the complex
plane comprising all Rayleigh quotients. For a given complex matrix, Uhlig
proposed the inverse field of values problem: given a point inside the field
of values determine a unit vector for which this point is the corresponding
Rayleigh quotient. In the present note we propose an alternative method of
solution to those that have appeared in the literature. Our approach builds
on the fact that the field of values can be seen as a union of ellipses under
a compression to the bidimensional case, in which case the problem has an
exact solution.

Keywords: Field of values, inverse problem, generating vector, compres-
sion
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Co(mpletely) positive matrices and optimization

Abraham Berman1

1Technion - Israel Institute of Technology, Israel

E-mail address: 1berman@tx.technion.ac.il

Abstract

We describe known results and open questions on the dual cones of com-
pletely positive matrices and copositive matrices and on their applications
in optimization.
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One sided invertibility of matrices and Toeplitz
operators

M. Cristina Câmara1

1CAMGSD, Instituto Superior Técnico, Universidade de Lisboa, Portugal

E-mail address: 1ccamara@math.ist.utl.pt

Abstract

Conditions under which Fredholmness, Coburn’s property and invertibili-
ty are shared by a Toeplitz operator with matrix symbol G and the Toeplitz
operator with scalar symbol detG are presented. These results are based
on one-sided invertibility criteria for rectangular matrices over appropriate
commutative rings and related scalar corona type problems.

The talk is based on joint work with L. Rodman and I. Spitkovsky.
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Star sets, star complements and graphs with
convex-qp stability number

Domingos M. Cardoso1

1Center for Research and Development in Mathematics and Applications
Mathematics Department, University of Aveiro, Portugal

E-mail address: 1dcardoso@ua.pt

Abstract

Consider a graph G with n vertices and an adjacency eigenvalue λ (simply
called an eigenvalue of G). Let P be the matrix of the orthogonal projection
of R

n onto the eigenspace of λ, EG(λ), with respect to the standard or-
thonormal basis {e1, . . . , en} of Rn. Then the set of vectors Pej (j = 1, . . . n)
spans EG(λ) and therefore there exists X ⊆ V (G) such that the vectors Pej
(j ∈ X) form a basis for EG(λ). Such a set X is called a star set for λ in G
or simply a λ-star set of G and X̄ = V (G) \X is said a λ-co-star set of G,
while G − X = G

[

X̄
]

is called a star complement for λ in G. If G has m
distinct eigenvalues µ1 ≥ · · · ≥ µm, where each eigenvalue µi has multipli-
city ki, i = 1, . . . ,m (and then

∑m
i=1

ki = n), it can be proved that there is
a partition X1 ∪ · · · ∪Xm of V (G) where each part Xi is a µi-star set (and
then has cardinality ki). This partition is called a star partition of G.

The graphs for which the stability number, that is, the size of a stable
set (a set of mutually non-adjacent vertices) of maximum cardinality, can
be determined solving a convex quadratic program are called graphs with

convex-qp stability number, where qp means quadratic programming. The
graphs with convex-qp stability number are called Q-graphs.

In this presentation, several combinatorial properties of Q-graphs, G, are
highlighted and a few relations between star complements of the least eigen-
value of G and its maximum stable sets are presented. As a consequence, a
simplex-like approach to the recognition of Q-graphs is described.

A joint work with Carlos J. Luz.

Keywords: Graph spectra, star sets and star complements, stability num-
ber, graphs with convex-qp stability number.
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Higher order derivatives and norms of certain
matrix functions

Sónia Carvalho1

1CELC, University of Lisbon, Portugal

E-mail address: 1soniarfcarvalho@hotmail.com

Abstract

There is a formula for the first order derivative of the determinant known
as the Jacobi formula,

D det(A)(X) = tr(adj(A)TX).

Recently, T. Jain and R. Bhatia have obtained formulas for the higher order
derivatives of the determinant and for the m-th compound of the n×n matrix
A : ∧mA , later P. Grover also calculated formulas for the permanent and
for the induced power of a matrix ∨mA. It is known that the determinant
and the permanent are particular cases of the immanant map. On the other
hand ∧mA and ∨mA are special cases of the χ-symmetric tensor power of
A. In this talk we present formulas for the higher order derivatives and for
the norms of all immanants and all symmetric tensor powers.
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Sets of Parter Vertices which are Parter Sets

Rosário Fernandes1 and Henrique F. da Cruz2

1New University of Lisbon, Portugal
2University of Beira Interior, Portugal

E-mail address: 1mrff@fct.unl.pt
2hcruz@ubi.pt

Abstract

Given an Hermitian matrix, whose graph is a tree, having a multiple
eigenvalue λ, the Parter-Wiener theorem guarantees the existence of prin-
cipal submatrices for which the multiplicity of λ increases. The vertices of
the tree whose removal give rise to these principal submatrices are called
weak Parter vertices and with some additional conditions are called Parter
vertices. A set of k Parter vertices whose removal increase the multiplicity
of λ by k is called Parter set. As observed by several authors a set of Parter
vertices is not necessarily a Parter set. We prove that if A is a symmetric
matrix, whose graph is a tree, and λ is an eigenvalue of A whose multiplicity
does not exceed 3, then every set of Parter vertices, for λ relative to A, is
also a Parter set.

Keywords: Parter vertices, Parter set, eigenvalues, tree.

AMS Subject of Classification: 15A18, 15A57, 05C50

References

1. Fernandes, R., Cruz, H. F. da (2014). Sets of Parter Vertices which are Parter Sets,
Linear Algebra and its Applications 448, pp. 37–54.

2. Johnson, C. R., Leal Duarte, A., Saiago, C. M., Sutton, B. D., Witt, A. J. (2003). On
the relative position of multiple eigenvalues in the spectrum of an Hermitian matrix
with a given graph, Linear Algebra and its Applications 363, pp. 147–159.

3. Johnson, C. R., Leal Duarte, A., Saiago, C. M. (2003). The Parter-Wiener theorem:
refinement and generalization, Siam J. Matrix Anal. Appl. 25, pp. 352–361.

4. Johnson, C. R., Sutton B. D. (2004). Hermitian matrices, eigenvalue multiplicities and
eigenvector components, Siam J. Matrix Anal. Appl. 26, pp. 390–399.

5. Parter, S. (1960). On the eigenvalues and eigenvectors of a class matrices, J. Soc.
Indust. Appl. Math. 8, pp. 376–388.

6. Wiener, G. (1984). Spectral multiplicity and splitting results for a class of qualitative
matrices, Linear Algebra Appl. 61, pp. 15–29.
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Zero in the closure of the numerical range

Cristina Diogo1 and Janko Bračič2

1Instituto Universitário de Lisboa, Portugal
2University of Ljubljana, Slovenia

E-mail address: 1cristina.diogo@iscte.pt
2janko.bracic@fmf.uni-lj.si

Abstract

Let W{0} be the set of all operators which contain 0 in the closure of the
numerical range, that is,

W{0} = {A ∈ B(H); 0 ∈ W (A)}.

Some properties of this set of operators will be presented and we will discuss
a less obvious algebraic structure of W{0}. Namely, for some particular sets
T ⊆ B(H), we are able to characterize the set of operators A ∈ B(H) such
that TA ∈ W{0}, for every T ∈ T .

Keywords: Numerical Range.

References

1. Bračič, J., Diogo, C., Operators with a given part of the numerical range, Math. Slo-
vaca, to appear.
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Upper bounds on the magnitude of solutions of
certain linear systems

Pedro Freitas1

1University of Lisbon, Portugal

E-mail address: 1pedro@ptmat.fc.ul.pt

Abstract

We consider a linear homogeneous system of m equations in n unknowns
with integer coefficients over the reals. Assume that the sum of the absolute
values of the coefficients of each equation does not exceed k + 1 for some
positive integer k. We show that if the system has a nontrivial solution then
there exists a nontrivial solution x = (x1, . . . , xn) such that |xj |/|xi| ≤ kn−1

for each i, j satisfying xixj 6= 0. This inequality is sharp. We also prove a
conjecture of A. Tyszka related to our results.

This is a joint work with S. Friedland and G. Porta.
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Block-symmetric Fiedler pencils with repetition
and strong linearizations of matrix polynomials

M. Isabel Bueno1, K. Curlett2 and Susana Furtado3

1,2University of California, USA
3CELC and University of Porto, Portugal

E-mail address: 1mbueno@math.ucsb.edu
2curlett@umail.ucsb.edu
3sbf@fep.up.pt

Abstract

Let P (λ) be a matrix polynomial of degree k, whose coefficients are
n-by-n matrices with entries in a field F . S. Vologiannidis and E. N. An-
toniou (2011) introduced the family of Fiedler pencils with repetition asso-
ciated with P (λ).

In this talk we describe the Fiedler pencils with repetition that are block-
symmetric. In particular, these pencils are symmetric when P (λ) is. We give
conditions under which they are strong linearizations of P (λ). These linea-
rizations are companion forms in the sense that their coefficients can be
viewed as k-by-k block matrices and each n-by-n block is either 0, ±In, or
±Ai, where Ai, i = 0, . . . , k, are the coefficients of P (λ).

Keywords: Block-symmetric Fiedler pencils with repetition, companion
form, matrix polynomial, polynomial eigenvalue problem, Symmetric linea-
rization.
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Independent sets for irreducible characters of Sn

Carlos Gamas1

1University of Coimbra, Portugal

E-mail address: 1gamas@mat.uc.pt

Abstract Let λ be an irreducible symmetric character of Sn. Let g → A(g)
be a matricial representation affording λ. Let T be the set of the transposi-
tions of Sn and A(T ) = {A(g) : g ∈ T}. Let

λ =
(

mm−t, (m+ k − t)k, (m− t)t−k
)

, m > t ≥ k ≥ 0.

In this paper we prove that the set A(T ) is linearly dependent.
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Infimum of two projections

M. Celeste Gouveia1

1University of Coimbra, Portugal

E-mail address: 1mcag@mat.uc.pt

Abstract If E and F are non-commutative projections with ranges M and
N , then it is known that common algebraic operations are not sufficient to
find the projection with range M ∩N , expressed in terms of E and F .

In this work a solution to this problem is presented. Such solution is given
as an application of generalized inverse theory, considering the extension to
the singular case of the definition of parallel sum of matrices .

Keywords: Projections, parallel sums, generalized inverses.

References

1. Anderson, W. N., Duffin, R. J. (1969). Series and parallel addition of matrices, Journal
of Math. Anal. Appl. 26, pp. 576–594.

2. Filmore, P. A., Williams, J. P. (1971). On operator ranges, Adv. in Math. 7, pp.
254–281.

3. Halmos, P. R. (1967). A Hilbert Space Problem Book. New York, Heidelberg, Berlin:
Springer-Verlag.
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The 123 Theorem of Probability Theory and
Copositive Matrices

Alexander Kovačec1, Miguel Moreira2, and David Martins3

1University of Coimbra, Portugal
2,3Student, Portugal

E-mail address: 1kovacec@mat.uc.pt
2miguel.mrm@hotmail.com
3davidmartins.chess@gmail.com

Abstract

Alon and Yuster give for independent identically distributed real or vector
valued random variables X,Y combinatorially proved estimates of the form
Prob(‖X − Y ‖ ≤ b) ≤ cProb(‖X − Y ‖ ≤ a). We derive these inequalities
in the cases that they assume only finitely many values using copositive
matrices instead. Classical criteria like those given by Cottle, Habetler and
Lemke and Martin are invoked. The extension to arbitrary random variables
is done using measure theoretic considerations; more precisely a variety of
facts found in the books by Bauer and Loève are used. We also formulate a
version of this inequality as an integral inequality for monotone functions.
After submission of a paper with above results we found that a paper by
Siegmund-Schultze and von Weizsaecker proves the inequality P (|X + Y | ≤
1) < 2P (|X − Y | ≤ 1) as one of its main tools. As far as we see in the
moment, it allows a similar approach using copositive matrices.

Keywords: Copositive matrices, independent identical distribution, ran-
domvariables.

References

1. Alon, N., Yuster, R. (1995). The 123 Theorem and Its Extensions, J. of Combin.
Theory Ser. A, 72, pp. 321–331.

2. Bauer, H. (1981). Probability theory and elements of measure theory, Academic Press.

3. Cottle, R. W., Habetler C. E., Lemke, G. J. (1970). On classes of copositive matrices,
Linear Algebra Appl., 3, pp. 295–310.

4. Loève, M. (1977). Probability Theory I, 4th Edition, Springer.

5. Martin, D. H. (1981). Finite criteria for conditional positivity of a quadratic form,
Linear Algebra Appl., 39, pp. 9–21.

6. Siegmund-Schultze, R., Weizsäcker, H. von (2007). Level crossing probabilities. I: One-
dimensional random walks and symmetrization. Adv. Math., 208, pp. 672–679.
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On Milne and Ostrowski Inequalities of Aczél type

Rute Lemos1

1CIDMA and University of Aveiro, Portugal

E-mail address: 1rute@ua.pt

Abstract

Milne’s inequality is a refinement of Cauchy-Schwarz inequality. Another
classical inequality for sequences of real numbers is due to A. M. Ostrowski.
In a Lorentz space, the Schwarz inequality becomes reversed and, for real
timelike vectors, it is known as Aczél inequality. In this talk, a operator
inequality of Aczél type for operator means is presented and a Milne’s type
interpolation of Aczél inequality is easily derived. An indefinite version of the
Ostrowski inequality is obtained, as well as its generalization for J-Gramians
and some further related inequalities.

Keywords: Milne inequality, Ostrowski inequality, Aczél inequality, Lorentz
space, reverse Schwarz inequality, timelike vectors.

References

1. Bebiano, N., Lemos, R. and Providência, J. da (2012). On a reverse Heinz-Kato-Furuta
inequality Linear Algebra Appl. 437, pp. 1892–1905.

2. Murnaghan, F. D. (1950). Schwarz’ inequality and Lorentz spaces, Proc. N. A. S. 36,
pp. 673–676.

3. Ostrowski, A. M. (1951). Vorlesungenüber Ãĳber Differential und Integralrechnung II.
Basel: Birkhauser.

Acknowledgement: Work supported by Portuguese funds through CIDMA (Center for

Research and Development in Mathematics and Applications) and FCT (Portuguese Foun-

dation for Science and Technology), within project PEst-OE/MAT/UI4106/2014.
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Lexicographical combinatorial generation and Gray
codes for noncrossing and nonnesting set partitions

of types A and B.

Ricardo Mamede1

1University of Coimbra, Portugal

E-mail address: 1mamede@mat.uc.pt

Abstract

A Gray code is a listing structure for a set of combinatorial objects
such that some consistent (usually minimal) change property is maintained
throughout adjacent elements in the list. I shall present combinatorial Gray
codes and explicit designs of efficient algorithms for lexicographical combi-
natorial generation of the sets of noncrossing and nonnesting set partitions
of length n and types A and B.

This is a joint work with Alessandro Conflitti (CMUC).
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An extension of a Fiedler’s lemma and its
application on graph energy

Enide Andrade Martins1

1Center for Research and Development in Mathematics and Applications,
Department of Mathematics, University of Aveiro, Portugal

E-mail address: 1enide@ua.pt

Abstract

In this talk it is presented an extension of a Fiedler’s lemma introduced
in [1], and this extension is applied to the determination of eigenvalues of
graphs belonging to a particular family and also to the determination of
the graph energy (including lower and upper bounds), [2]. Some additional
consequences applied to generalized composition of graphs are presented, [3].

Keywords: Graph spectra, graph energy.

References

1. Fiedler, M. (1974). Eigenvalues of nonnegative symmetric matrices, Linear Algebra
Appl. 9, pp. 119–142..

2. Cardoso, D. M., Gutman, I., Martins, E. A., Robbiano, M. (2011). A Generalization
of Fiedler’s lemma and some applications, Linear and Multilinear Algebra 59 (8), pp.
929–942.

3. Cardoso, D. M., Freitas, M. A. A. de, Martins, E. A., Robbiano, M. (2013). Spectra of
graphs obtained by a generalization of the join graph operation, Discrete Mathematics,
313 (5), pp. 733–741
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2 by 2 matrices and formal degree for L-parameters
of SL2 over a local function field

Sérgio Mendes1

1ISCTE-IUL, Portugal

E-mail address: 1sergio.mendes@iscte.pt

Abstract

Let K be a local function field. Following André Weil’s famous paper
Exércices dyadiques we study a parametrization of L-parameters for repre-
sentations of SL2 over K and compute the associated formal degrees.

This is a joint work with Roger Plymen.
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Coupled cell networks: mixing digraphs, matrices
and dynamics

Célia S. Moreira1

1CMUP and University of Porto, Portugal

E-mail address: 1cmoreira@fc.up.pt

Abstract

In the theory of coupled cell networks, formalized by Ian Stewart, Martin
Golubitsky and coworkers, a cell is a dynamical system and a coupled cell
system is a finite collection of interacting cells. A coupled cell system can be
associated with a network - a directed graph whose nodes represent cells and
whose arrows represent couplings between cells. The dynamical connectivity
between the distinct cells of a regular network is represented by an adjacency
matrix.

In this talk we present some important applications of the theory of
digraphs and of matrices to the theory of coupled cell networks. We pay
special attention to the cellular splitting process and to bifurcations occurring
in coupled cell systems.

Keywords: Coupled cell networks, digraphs, matrices, dynamics, bifurca-
tions.
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Numerical ranges and compressions

Natália Bebiano1, J. da Providência2 and Ana Nata3

1CMUC and Department of Mathematics, University of Coimbra, Portugal
2Department of Physics, University of Coimbra, Portugal
3CMUC and Polytechnic Institute of Tomar, Portugal

E-mail address: 1bebiano@mat.uc.pt
2providencia@teor.fis.uc.pt
2anata@ipt.pt

Abstract A characterization of the numerical range as a union of ellipses
under a compression to the two-dimensional case, in which case the problem
has an exact solution, is obtained. Refining an idea of Marcus and Pesce
[1], we provide two alternative algorithms to plot the numerical range of a
general complex matrix, which perform faster and more accurately than the
existing ones. Two Matlab implementation of the algorithms are included.

Keywords: Numerical range, compression.

References

1. Marcus, M., Pesce, C. (1987). Computer generated numerical ranges and some resul-
ting theorems, Linear and Multilinear Algebra, 20 pp. 121–157.

2. Maroulas, J., Adam, M. (1999). Compressions and dilations of numerical ranges, SIAM
J. Matrix Anal. Appl., 21, No. 1, pp. 230–244.
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The group inverse of a 2× 2 block matrix

Pedro Patrício1 and Robert E. Hartwig2

1University of Minho, Portugal
2North Carolina State University

E-mail address: 1pedro@math.uminho.pt
2hartwig@ncsu.edu

Abstract

Recent results have characterized the existence of the group inverse of
2 × 2 block matrices with a zero (2,2) block in terms of its blocks. This
problem is called the 220 group inverse problem. These results have been
very recently extended to the case the (2,2) block has a group inverse, not
being necessarily zero.

In this talk, we will consider 2 × 2 block matrices over a general (not
necessarily von Neumann regular) ring, assuming some local regularity on
the elements. We will use outer inverses and the Brown-McCoy shift to char-
acterize the existence of the inverse and group inverse of such block matrices.

Keywords: Group inverse, regular ring, generalized inverse, Outer in-
verses, reflexive inverses, block matrix.

References

1. Brown, Bailey, McCoy, Neal H. (1950). The maximal regular ideal of a ring. Proc.
Amer. Math. Soc. 1, pp. 165–171.

2. Castro-González, N., Robles, J., Vélez-Cerrada, J.Y. (2013). The group inverse of 2×2
matrices over a ring. Linear Algebra and Appl. 438, no. 9, pp. 3600–3609.

3. Hartwig, R.E.; Patrício, P.; Some Regular Sums, to appear in Linear and Multilinear
Algebra.

4. Hartwig, R.E.; Patrício, P.; Two by two units, submitted.

5. Patrício, P.; Hartwig, R.E. (2010). The (2,2,0) group inverse problem. Appl. Math.
Comput. 217, no. 2, pp. 516–520.

6. Puystjens, R., Hartwig, R.E. (1997). The group inverse of a companion matrix. Linear
and Multilinear Algebra 43 , no. 1-3, pp. 137–150.
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Orthogonal polynomials, tridiagonal matrices, and
spectral theory of Jacobi operatotrs

José Carlos S. Petronilho1

1University of Coimbra, Portugal

E-mail address: 1josep@mat.uc.pt

Abstract

In this talk we present some results on the spectral theory of tridiagonal
matrices and Jacobi operators, focusing specially on the so-called tridiago-
nal k−Toeplitz matrices and some perturbations of them. These results are
obtained by using well known connections between tridiagonal matrices and
orthogonal polynomial sequences (OPS), applying a general theory of OPS
related to polynomial mappings. For Jacobi operators, we apply the ana-
lytic theory of OPS to state a relation between the positive Borel measures
with respect to which the involved OPS are orthogonal. Indeed, the men-
tioned polynomial mapping allows us to state the spectral properties of the
involved matrices, by identifying the spectra (or the essential spectra) of the
associated operators with the supports of the orthogonality measures. Some
examples will be presented.

Keywords: Orthogonal polynomials, polynomial mappings, tridiagonal
matrices, Jacobi operators.

References
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