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Abstract: We study the problem of sequential prediction of a real valued
sequence. At each time instant t = 1, 2, . . ., the predictor is asked to guess
the value of the next outcome Yt of a sequence of real numbers Y1, Y2, . . .
with knowledge of the pasts Y t−1

1 = (Y1, . . . , Yt−1) (where Y 0
1 denotes the

empty string) and the side information vectors Xt
1 = (X1, . . . , Xt), where

Xt ∈ Rd . Thus, the predictor’s estimate, at time t, is based on the value of
Xt

1 and Y t−1
1 . A prediction strategy is a sequence g = {gt}∞t=1 of functions

gt :
(
Rd

)t
× Rt−1 → R

so that the prediction formed at time t is gt(Xt
1, Y

t−1
1 ).

In this paper we assume that (X1, Y1), (X2, Y2), . . . is a stationary and
ergodic process. After n time instants, the normalized cumulative prediction
error is

Ln(g) def=
1
n

n∑
t=1

(gt(Xt
1, Y

t−1
1 )− Yt)2.

We show a universally consistent prediction strategy g such that for any
stationary ergodic process {(Xn, Yn)}∞−∞ with E

{
Y 4

0

}
< ∞,

lim
n→∞

Ln(g) = L∗ almost surely,

where

L∗
def= E

{(
Y0 − E

{
Y0

∣∣X0
−∞, Y −1

−∞
})2

}
is the minimal mean squared error of any prediction for the value of Y0 based
on the infinite past X0

−∞, Y −1
−∞.

The previous prediction may result in universally consistent classification
rule as follows. Here Yi is binary valued, and the classifier formed at time
t is ft(Xt

1, Y
t−1
1 ). We show a classification strategy f such that for any

stationary ergodic process {(Xn, Yn)}∞−∞, the normalized cumulative 0 − 1
loss converges to the minimal error probability:

Rn(f) def=
1
n

n∑
t=1

I{ft(Xt
1,Y t−1

1 ) 6=Yt}

→ R∗ def= E
{
min

(
P{Y0 = 1|X0

−∞, Y −1
−∞},P{Y0 = 0|X0

−∞, Y −1
−∞}

)}
,

where I{·} denotes the indicator function.


