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Abstract: This paper presents a simple geometric algorithm to generate splines
of arbitrary degree of smoothness in Euclidean spaces. Unlike other existing meth-
ods, this simple geometric algorithm does not require a recursive procedure and,
consequently, introduces a significant reduction in calculation time. The algorithm
is then extended to other complete Riemannian manifolds, namely to matrix Lie
groups and spheres.
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1. Introduction

Motivated by many engineering applications, interpolation problems
through arbitrary points in Euclidean spaces have been studied for a long
time and numerous interpolation algorithms have been designed. The most
well known geometric method to generate polynomial splines in Euclidean
spaces is the de Casteljau algorithm, which is based on recursive linear in-
terpolations. For an overview of existing works we refer to [1] and literature
cited therein.

With the development of robotics and computer graphics it has become im-
portant to find planning methods of spatial motion of rigid bodies, where not
only position, but also orientation, are required to change smoothly. Shoe-
make in [2] introduced the idea of interpolating in SO(3), using quaternions.
His work was further enhanced in [3, 4]. A generalization of the de Castel-
jau algorithm to general Riemannian manifold was proposed in [5]. The
fundamental idea was to replace line segments in an Euclidean space with
geodesics in a manifold. Explicit formulas for the de Casteljau algorithm on
compact Lie groups and spheres were further developed in [6]. Algorithms
for interpolating rigid body motion in 3D space with minimum acceleration
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were presented in [7, 8]. Another application of the algorithm to the Euclid-
ean group SE(3) in cases of different choice of metrics was presented in [9].
Another approach was proposed in [10], where splines in SO(n) are defined
as a projection of optimal splines in SL+(n).

When the spline is required to minimize a certain cost functional, its gener-
ation depends on a variational approach. Such an approach for Riemannian
manifolds was undertaken in [11] and then continued in [12, 13]. In [14] a
method of finding an optimal spline in SE(3) was proposed, however the
solutions with minimal average velocity or acceleration impose additional
constraints on the boundary conditions.

One of our objectives in this paper is to present a geometric algorithm
which generates smooth interpolating splines using the minimum number of
steps. In addition it is important that the computation of each spline seg-
ment (between two consecutive points) relies on local data only, so that the
change of values at a particular knot, doesn’t imply recalculation of the whole
curve, but only neighbor segments. The idea of the algorithm follows [15,16],
where a spline segment in R

3 is obtained as a convex combination of lines
and arcs. In [17] a geometric algorithm exploiting three supporting lines
was presented. Herein the spline is designed as a combination of two poly-
nomials defined by boundary values and a smoothing function that ensures
satisfactory smoothness of the spline at connecting points.

The paper is organized as follow: section 2 contains the statement of the
problem. Section 3 presents the algorithm for the Euclidean space R

d and
its main properties. A generalization of this algorithm to Riemannian man-
ifolds, in particular Lie groups and spheres is shown in section 4. Section 5
summarizes the paper.

2. Problem statement

Throughout the paper M denotes a complete Riemannian manifold and
TpM is the tangent space to M , at a point p ∈M . A k-frame P in M at p is
an ordered set P =

(

p, ṗ, p̈, · · · , p(k)
)

, consisting of the point p and k vectors,

ṗ, p̈, · · · , p(k), tangent to M at p. The general problem to be studied in this
paper, has the following statement:
Problem Ck - Given n distinct points p0, p1, · · · , pn−1 in M , n k-frames
P0, P1, · · · , Pn−1 in M at the points p0, p1, · · · , pn−1 respectively, and a par-
tition ∆ : 0 = t0 < t1 < · · · < tn−1 = T of the time interval [0, T ], generate
a Cm-smooth curve (m ≥ k ≥ 1) s : [0, T ] ⊂ R → M on M , which satisfies
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the following interpolation conditions:
(

s(ti), ṡ(ti), s̈(ti), · · · , s(k)(ti)
)

= Pi, 0 ≤ i ≤ n− 1. (1)

3. Interpolation algorithm on Euclidean spaces

We start with the case when M is the d-dimensional Euclidean space R
d.

Given a k-frame P =
(

p, ṗ, p̈, · · · , p(k)
)

in R
d and τ ∈ R, there always exists

a C∞-smooth function x : R → R
d satisfying

(

x(τ), ẋ(τ), ẍ(τ), · · · , x(k)(τ)
)

= P. (2)

Indeed, if L is any linear differential operator of order k and constant coef-
ficients, it follows from the theory of existence and uniqueness of solutions
of differential equations that L(x) = 0 has a unique C∞-smooth solution

which satisfies the initial conditions (2). In particular, for L =
dk+1

dtk+1
, such a

solution is a polynomial of degree k in R
d, given by

x(t) = a0 +
k

∑

j=1

aj (t− τ)j, with a0 = p, aj =
p(j)

j!
,

for j = 1, · · · , k.
Now, we show that given two k-frames in R

d, Pi−1 = (pi−1, ṗi−1, · · · , p(k)
i−1)

and Pi = (pi, ṗi, · · · , p(k)
i ), there exists a smooth curve t 7→ si(t) in R

d, defined
on the interval [ti−1, ti], which satisfies the following boundary conditions

(

si(ti−1), ṡi(ti−1), · · · , s(k)
i (ti−1)

)

= Pi−1,

(

si(ti), ṡi(ti), · · · , s(k)
i (ti)

)

= Pi.

(3)

Without loss of generality, the interval [ti−1, ti] may be replaced by [0, 1], just
by choosing the re-parametrization (t→ τ) defined by t = (1− τ) ti−1 + τ ti.
For the sake of simplicity, in what follows we work on the [0, 1] interval.

Lemma 3.1. If φ is a real valued smooth function satisfying

φ(0) = 0, φ(1) = 1

φ̇(0) = 0, φ̇(1) = 0
...

...
φ(k)(0) = 0, φ(k)(1) = 0

(4)
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and li, ri are C∞-smooth vector valued functions in R
d satisfying

(

li(0), l̇i(0), · · · , l(k)
i (0)

)

= Pi−1,
(

ri(1), ṙi(1), · · · , r(k)
i (1)

)

= Pi,
(5)

then the curve t 7→ si(t) defined by

si(t) = (1 − φ(t)) li(t) + φ(t)ri(t) (6)

is smooth and satisfies the boundary conditions
(

si(0), ṡi(0), · · · , s(k)
i (0)

)

= Pi−1,
(

si(1), ṡi(1), · · · , s(k)
i (1)

)

= Pi.
(7)

Proof : It is clear from (4) and (6) that

si(0) = li(0) and si(1) = ri(1).

Now, applying Leibniz formula for the derivative of a product, we get,

s
(j)
i (t) = l

(j)
i (t) +

j
∑

s=0

(

j

s

)

φ(s)(t) (ri(t) − li(t))
(j−s) . (8)

Using this formula, together with the conditions (4), it follows immediately
that, for j = 0, 1, · · · , k,

s
(j)
i (0) = l

(j)
i (0) and s

(j)
i (1) = r

(j)
i (1),

which by (5) proves that si satisfies the boundary conditions (7). The
smoothness of si results from its definition.

Remark 3.1. One question that still needs to be addressed is the existence
of a smooth function φ : [0, 1] → [0, 1] satisfying the required boundary
conditions (4). For later developments it will be important to guarantee that
such a function is also strictly increasing in the interval [0, 1] and satisfies
extra higher order derivative constraints at the boundary points. Next, we
exhibit a function which satisfies all these requirements.

Lemma 3.2. The function φ defined by

φ(t) = γ
m

∑

i=0

am+1+i

m+ 1 + i
tm+1+i, (9)
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where am+1+i = (−1)i
(

m
i

)

and γ−1 =
m

∑

i=0

am+1+i

m+ 1 + i
, satisfies the following

conditions:
1) φ̇(t) = γ tm(1 − t)m;
2) φ is strictly increasing in [0, 1];
3) φ satisfies the boundary conditions (4);
4) φ(j)(0) = φ(j)(1) = 0, for j = k + 1, · · · ,m;
5) φ(m+1)(0) = (−1)mφ(m+1)(1) = γ m! 6= 0.

Proof : The anti-derivatives of the function

g(t) = γ tm(1 − t)m = γ

m
∑

i=0

(−1)i

(

m

i

)

tm+i

are of the form
∫

g(t)dt = γ

m
∑

i=0

(−1)i
(

m
i

)

m+ 1 + i
tm+1+i + γ1

= γ

m
∑

i=0

am+1+i

m+ 1 + i
tm+1+i + γ1 = φ(t) + γ1,

for γ1 a real constant. So, φ is an anti-derivative of g, which proves 1). Since
the constant γ can be rewritten in terms of the Gamma function as:

γ−1 =
m

∑

i=0

am+1+i

m+ 1 + i
=

2−1−2m
√
πm!

Gamma[32 +m]
> 0,

g is positive on ]0, 1[ and, consequently, φ is strictly increasing in [0, 1]. By
construction, φ(0) = 0 and φ(1) = 1. Also φ(j)(0) = φ(j)(1) = 0, for j =
1, · · ·m, because g, together with its derivatives up to the order m − 1,
vanish at t = 0 and at t = 1. Since k ≤ m, this proves both 3) and 4).
Finally, 5) follows from a straightforward calculation of the m-th derivative
of g, evaluated at t = 0 and t = 1.

Lemma 3.3. If φ is the function defined in the previous lemma, then the
curve

si(t) = (1 − φ(t)) li(t) + φ(t)ri(t), (10)



6 J. JAKUBIAK, F. SILVA LEITE AND R. RODRIGUES

satisfies the the boundary conditions (7), and in addition also satisfies:

s
(j)
i (0) = s

(j)
i (1) = 0, for j = k + 1, · · · ,m,

s
(m+1)
i (0) = γ m! (ri(0) − li(0)),

s
(m+1)
i (1) = −γ m! (ri(1) − li(1)).

(11)

This results from using the conditions 3) – 5) of the previous lemma in
the formula (8) for the derivatives of si. Except for some degenerated cases,

s
(m+1)
i (0) and s

(m+1)
i (1) are non zero. The curve t 7→ si(t) defined by (10) is

a convex combination of two vector-valued functions, the left component li
and the right component ri. The following theorem follows from the previous
considerations and results.

Theorem 3.1. The curve s : [0, T ] ⊂ R → R
d defined by

s(t) = si

(

t− ti−1

ti − ti−1

)

, t ∈ [ti−1, ti], i = 1, · · · , n,

where si is defined in the previous lemma, is Cm-smooth and satisfies the
interpolation conditions

(

s(ti), ṡ(ti), s̈(ti), · · · , s(k)(ti)
)

= Pi, 0 ≤ i ≤ n− 1. (12)

That is, s is a solution of the interpolation problem Pk for M = R
d. More-

over, s(j)(ti) = 0, for j = k + 1, · · · ,m, i = 0 · · · , n − 1, and, in general,
s(m+1)(ti) 6= 0.

Remark 3.2. (1) The curve t 7→ s(t) defined in this theorem is a polyno-
mial spline. Each spline segment is a polynomial of degree 2m+k+1.

(2) The left and right components of each segment of the spline are chosen
so that the interpolation conditions are satisfied. They are uniquely
defined from the given data. For k = 1, each of these components are
one degree polynomials (geodesics) in R

d.
(3) Since φ has been chosen strictly increasing in [0, 1] and, for every

i, si is a convex combination of the left and right components, the
resulting spline function has the convex hull property. That is, for
every t ∈ [0, T ], s(t) lies in the convex hull of the given data.

(4) The smoothness properties of the generated spline depend highly on
the choice of the function φ. For a fixed m, the resulting spline using
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the function given in Lemma 3.2, is Cm-smooth. For this reason, we
say that φ is a smoothing function for the spline. Clearly, given m, the
coefficients of the smoothing function φ can be immediately obtained
and stored in a look-up table, in such a way that the calculation of the
spline at each point will be reduced to a single application of formula
(10).

We give below examples of the function φ, for small values of m.

m = 1, φ(t) = 3 t2 − 2 t3

m = 2, φ(t) = 10 t3 − 15 t4 + 6 t5

m = 3, φ(t) = 35 t4 − 84 t5 + 70 t6 − 20 t7

m = 4, φ(t) = 126 t5 − 420 t6 + 540 t7 − 315 t8 + 70 t9

Fig. 1 illustrates the generation of an interpolating C2- smooth spline on the
plane, with prescribed points and velocities. Before we proceed, we would
like to compare the presented algorithm with the classical de Casteljau algo-
rithm. For a required degree of smoothness m, the choice of the smoothing
function φ(t) as described in lemma 3.2 produces a spline which, besides
satisfying the required interpolating conditions, also has vanishing higher or-
der derivatives, up to order m, at the knot points. If these extra conditions
were also prescribed à priori, the de Casteljau algorithm could be used to
generate a spline interpolating curve. However, contrary to our approach
which involves two steps only, the de Casteljau algorithm requires a num-
ber of steps which increases with m. The reduction in complexity, and so
in calculation time, is the major advantage of our algorithm. Besides this,
the spline segments are calculated independently, so that if the data at one
particular instant of time changes, there is no need to recalculate the whole
spline, but only the two neighboring segments. Another important feature of
our construction, also shared by the de Casteljau algorithm, is that it can be
generalized to certain non-Euclidean spaces, which play an important role in
many engineering applications, such as path planning of mechanical systems.

Remark 3.3. The algorithm of spline construction can be also applied when
the number of prescribed derivatives varies from point to point. In such a
case the interpolation conditions (1) are given as

(

s(ti), ṡ(ti), s̈(ti), · · · , s(ki)(ti)
)

= Pi, 0 ≤ i ≤ n− 1,
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(a) Boundary conditions and corresponding left and right components

(b) Resulting spline

Figure 1. Example of spline generation

where ki ≤ k. As a result, the polynomials defining left and right spline
components may be of a different order.

4. Interpolation algorithm on complete Riemannian man-

ifolds

The general construction of the previous section is not applicable to any
Riemannian manifold, since explicit formulas for the analogues of polynomial
functions, which play the role of left and right components of each spline
segment, are not known. One exception is when k = 1, since for this case both
components are geodesics. Consequently, for k = 1, the previous construction
can be generalized to any complete Riemannian manifold, as long as one can
reduce the calculation of geodesics to a manageable form. Such is the case
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when M is a connected and compact Lie group or a sphere. For k = 1, the
problem Pk stated in section 1 may be restated as:
Problem P1 - Given n distinct points p0, p1, · · · , pn−1 in M , n vectors
v0, v1, · · · , vn−1 tangent to M at p0, p1, · · · , pn−1 respectively and a partition
∆ : 0 = t0 < t1 < · · · < tn−1 = T of the time interval [0, T ], generate a
Cm-smooth curve (m ≥ 1) t 7→ s(t) on M , defined on the interval [0, T ],
which satisfies the following interpolation conditions:

s(ti) = pi, ṡ(ti) = vi, 0 ≤ i ≤ n− 1. (13)

4.1. Interpolation algorithm on Lie groups

For a connected and compact matrix Lie group G with Lie algebra L, any
vector tangent to G at a point p is of the form V p, for some generator V ∈ L.
So, the above data consists of n points p0, p1, · · · , pn−1 and n infinitesimal
generators V0, V1, · · · , Vn−1. We assume thatG is equipped with a bi-invariant
Riemannian metric. Each pair (p, V ) ∈ G× L determines a unique geodesic
t 7→ x(t), which passes through p at t = τ with velocity equal to V p. This
geodesic is defined in terms of the exponential mapping by x(t) = e(t−τ)V p.
So, following the construction of the previous section, the left and right
components of the spline segment t 7→ si(t) which satisfies the boundary
conditions

si(0) = pi−1, si(1) = pi,

ṡi(0) = vi−1 = Vi−1 pi−1, ṡi(1) = vi = Vi pi,
(14)

are given respectively by

li(t) = etVi−1 pi−1 and ri(t) = e(t−1)Vi pi. (15)

In order to find an explicit formula for si, one uses the analogue of a convex
combination of two geodesic curves. Geometrically, to obtain a point si(τ)
one joins the point li(τ) (at t = 0) to the point ri(τ) (at t = 1) by a geodesic
parameterized by the function φ. This is similar to what has been done in
the generalization of the de Casteljau algorithm for φ(t) = t (cf [5], [6]). We
claim that if φ is the Cm-smooth scalar function of Lemma 3.2, then the curve
t 7→ si(t), defined by

si(t) = eφ(t)Bi(t) li(t), (16)

where

Bi(t) = Log
(

ri(t) l
−1
i (t)

)

, (17)



10 J. JAKUBIAK, F. SILVA LEITE AND R. RODRIGUES

satisfies the required boundary conditions. In this paper we prove this result
only for the cases when m = 2 and G = SO(d). In order to check the
derivative conditions it is convenient to use the following lemmas, which
may be found in Sattinger and Weaver [18].

Lemma 4.1. If t 7→ A(t) is a smooth curve in L and ad denotes the adjoint
operator on L defined by adA(B) = [A,B], the following identities hold:

d

dt
eA(t) = ΩL

A(t)eA(t), ΩL
A(t) =

∫ 1

0

eu adA(t) Ȧ(t)du. (18)

d

dt
eA(t) = eA(t)ΩR

A(t), ΩR
A(t) =

∫ 1

0

e−u adA(t) Ȧ(t)du. (19)

Lemma 4.2. If t 7→ A(t) and t 7→ B(t) are smooth curve in L, then

d

dt

(

eA(t)B(t)e−A(t)
)

=eA(t)
{

adΩR
A(t)(B(t)) + Ḃ(t)

}

e−A(t), (20)

d2

dt2

(

eA(t)B(t)e−A(t)
)

=eA(t)
{

ad2 ΩR
A(t)(B(t))

+ adΩR
A(t)(Ḃ(t)) + ad Ω̇R

A(t)(B(t))

+ B̈(t) + Ḃ(t)
}

e−A(t).

(21)

Proof : First notice that, as a consequence of the alternative formulas (18)
and (19), the following relations, between ΩL

A and ΩR
A, hold:

ΩL
A(t) = eA(t)ΩR

A(t)e−A(t),

ΩL
−A(t) = −ΩR

A(t),

ΩR
−A(t) = −eA(t)ΩR

A(t)e−A(t).
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Now, applying Lemma 4.1 and the previous formulas, we get

d

dt

(

eA(t)B(t)e−A(t)
)

= ΩL
A(t)eA(t)B(t)e−A(t)

+ eA(t)Ḃ(t)e−A(t) + eA(t)B(t)e−A(t)ΩR
−A(t)

= eA(t)ΩR
A(t)B(t)e−A(t) + eA(t)Ḃ(t)e−A(t)

− eA(t)B(t)ΩR
A(t)e−A(t)

= eA(t)
{

ΩR
A(t)B(t) −B(t)ΩR

A(t) + Ḃ(t)
}

e−A(t)

= eA(t)
{

[ΩR
A(t), B(t)] + Ḃ(t)

}

e−A(t).

The second formula is obtained from the first, replacingB(t) by [ΩR
A(t), B(t)]+

Ḃ(t).

Higher order derivatives are obtained similarly, but the expressions be-
come more complicated as the order increases. Due to Leibniz formula for
the derivative of a product of two functions, if one of the factors vanishes
at a particular point, together with its derivatives, up to a certain order j,
the same happens to the product function. Since the smoothing function φ
satisfies φ(j)(0) = 0, j = 0, · · · ,m, the former argument can be used repeat-
edly to conclude that the functions A(t) = φ(t)Bi(t), and ΩL

A(t) satisfy the
following conditions at t = 0

A(j)(0) = 0, j = 0, · · · ,m,
ΩL

A

(j)
(0) = 0, j = 0, · · · ,m− 1.

(22)

Similarly, since the function ψ = φ − 1 satisfies ψ(j)(1) = 0, j = 0, · · · ,m,
then the functions C(t) = ψ(t)Bi(t), and ΩL

C(t) satisfy the following condi-
tions at t = 1

C(j)(1) = 0, j = 0, · · · ,m,
ΩL

C

(j)
(1) = 0, j = 0, · · · ,m− 1.

(23)

Theorem 4.1. The curve t 7→ si(t) defined by (15)-(16)-(17), satisfies the
following conditions:

si(0) = pi−1, si(1) = pi,

ṡi(0) = vi−1 = Vi−1 pi−1, ṡi(1) = vi = Vi pi.
(24)
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Proof : The conditions φ(0) = 0 and li(0) = pi−1 imply that si(0) = pi−1.
Now, making A(t) = φ(t)Bi(t), one gets

ṡi(t) = ΩL
A(t) eA(t) li(t) + eA(t) l̇i(t).

But the conditions φ(0) = φ̇(0) = 0 imply that A(0) = Ȧ(0) = 0 and
consequently ΩL

A(0) = 0 and

ṡi(0) = l̇i(0) = Vi−1pi−1. (25)

In order to prove the boundary conditions at t = 1 we proceed as before, but
instead of working with the expression (16) we use the following alternative
expression

si(t) = e−(1−φ(t))Bi(t) ri(t). (26)

This formula is easily derived from the relationship between the left and the
right components that follows from (16). Indeed, since ri(t) = eBi(t)li(t), then

e−(1−φ(t))Bi(t) ri(t) = eφ(t)Bi(t)e−Bi(t) ri(t) = eφ(t)Bi(t) li(t).

Now, using (26) and the values of φ and ri at t = 1, one gets

si(1) = pi, ṡi(1) = ṙi(1) = Vipi.

In the Euclidean case, higher order derivatives of si, from k + 1 to m,
vanish at t = 0 and t = 1. This, however, doesn’t happen necessarily in the
Riemannian case. Assuming that k = 1 and m = 2, we check that the second
derivative of si doesn’t vanish at t = 0. Indeed, using the fact that the left
component li(t) is a geodesic in G, it follows from (16), that

ṡi(t) =
(

ΩL
A(t) + eadA(t)Vi−1

)

si(t), (27)

and using Lemma 4.2 we get

s̈i(t) =
{

Ω̇L
A(t) + eadA(t)[ΩL

A(t), Vi−1]

+
(

ΩL
A(t) + eadA(t)Vi−1

)2
}

si(t).
(28)

Evaluating at t = 0 and taking into account that φ(0) = φ̇(0) = 0, it follows
that s̈i(0) = V 2

i−1pi−1, which is not zero, except when Vi−1 = 0. This is not
so bad, since what is natural to expect on a Riemannian manifold is that
higher order covariant derivatives of the velocity vector field vanish at t = 0
and t = 1. Here the covariant derivative of a vector field Wt along a curve
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in G (a Riemannian manifold imbedded in some high-dimensional Euclidean
space R

l) at each point, may be viewed as a new vector field along that
curve, which results from differentiating Wt as a vector field along a curve in
R

l and then projecting it, at each point, onto the tangent space to G at that
point. When G is the special orthogonal Lie group SO(d), its Lie algebra L
consists of the vector space of skew-symmetric matrices (equipped with the
commutator), denoted by so(d). As usual, L is identified with the tangent
space at the identity and, for each p ∈ SO(d), the tangent space at p is defined
by TpSO(d) = {Ap : AT = −A}. The left and right-invariant Riemannian
metric on SO(d) is induced by the Frobenius norm on the general Lie algebra
gl(d), defined by

< A,B >= trace(ATB).

With respect to this metric, T⊥
p SO(d) = {Sp : ST = S}. So, in this case,

the covariant derivative of the velocity vector field along the spline curve
t 7→ si(t) defined by (15)-(16)-(17) can be easily obtained from (28), tak-
ing into account that in this case Ω̇L

A(t) + eadA(t)[ΩL
A(t), Vi−1] ∈ so(n) and

(

ΩL
A(t) + eadA(t)Vi−1

)2
is symmetric. We have

Dṡi

dt
(t) =

{

Ω̇L
A(t) + eadA(t)[ΩL

A(t), Vi−1]
}

si(t).

Since Ω̇L
A(0) = ΩL

A(0) = 0, it also follows that Dṡi

dt
(0) = 0. Working with the

alternative formula (26), one obtains Dṡi

dt
(1) = 0.

Remark 4.1. As for the Euclidean space, if one wants to construct a spline
curve t 7→ s(t) which solves Problem P1 with the additional constraints
Dṡ
dt

(ti) = 0 at the knot points, the generalized de Casteljau algorithm also
produces a solution which is C2-smooth but that algorithm is computationally
very expensive.

To present an exemplary spline produced by the algorithm we present its
application to the design of a smooth motion of three dimensional object
in space. A location of the object is then defined by six variables: position
and orientation of the object, which can be also represented as an element
of SO(3) × R

3 space. Following [19], we can calculate exponentials and
logarithms of rotational part with a use of Rodrigues formula. Let there are
given Ω ∈ SO(3) and ω̂ ∈ so(3), where ω̂ denotes skew-symmetric matrix
corresponding to the angular velocity ω ∈ R

3. The exponential of ω̂ is given
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by

Ω = eω̂ = I3 +
ω̂

||ω|| sin ||ω|| + ω̂2

||ω||2 (1 − cos ||ω||)

while the logarithm of Ω is defined by

ω̂ = log Ω =
α

2 sinα

(

Ω − ΩT
)

α = arccos
1

2
(tr Ω − 1)

The task of the algorithm is to find a spline connecting frames p0 and p1

p0 =









1 0 0
0 1 0
0 0 1



 ,





0
0
0







 p1 =









1 0 0
0 0 −1
0 1 0



 ,





10
−3
0









with the boundary velocities chosen in such a way that the rotations in the
initial and in the final point are round different, orthogonal axes

v0 =









cos π
2 − sin π

2 0
sin π

2 cos π
2 0

0 0 1



 ,





3
3
0









v1 =









1 0 0
0 cos 3π

4 − sin 3π
4

0 sin 3π
4 cos 3π

4



 ,





3
−3
0









Fig. 2 presents resulting postures of the object taken in time intervals equal
to 1/6.

4.2. Interpolation algorithm on spheres

The d-dimensional sphere Sd, equipped with the Riemannian metric which
is induced by the Euclidean metric of the imbedded space R

d+1, is also a
complete Riemannian manifold. In this case, given a point p ∈ Sd and a
vector v tangent to the sphere at that point, there exists a unique geodesic
t 7→ x(t) that passes through p at time τ , with velocity v:

x(t) = cos ((t− τ) ‖ v ‖) p+
sin ((t− τ) ‖ v ‖)

‖ v ‖ v. (29)
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0
2

4
6

8
10

X–4
–2

0
2

Y

–2

0

2

Z

Figure 2. An example of a spline applied to a rigid body motion

Also, given two (not antipodal) points p, q ∈ Sd, the geodesic arc t 7→ y(t)
which joins p (at t = 0) to q (at t = 1) is given by:

y(t) =
sin ((1 − t)θp,q)

sin θp,q

p+
sin (tθp,q)

sin θp,q

q, (30)

where θp,q = cos−1 (pT q) is the angle between the vectors p and q. The first
formula (29) is used to generate the left and right components of the spline
segment t 7→ si(t) that joins the points pi−1 (at t = 0) to pi (at t = 1) with
prescribed initial and final velocity vi−1 and vi respectively. As before, the
left and right components t 7→ li(t) and t 7→ ri(t) are required to satisfy the
following conditions:

li(0) = pi−1, ri(1) = pi,

l̇i(0) = vi−1, ṙi(1) = vi.
(31)
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So, according to (29), they are defined by

li(t) = cos (t ‖ vi−1 ‖) pi−1 +
sin (t ‖ vi−1 ‖)

‖ vi−1 ‖
vi−1,

ri(t) = cos ((t− 1) ‖ vi ‖) pi +
sin ((t− 1) ‖ vi ‖)

‖ vi ‖
vi.

(32)

Theorem 4.2. The curve t 7→ si(t) on the sphere Sd defined by

si(t) =
sin ((1 − φ(t))θli,ri

(t))

sin (θli,ri
(t))

li(t) +
sin (tθli,ri

(t))

sin (θli,ri
(t))

ri(t), (33)

where li and ri are given by (32) and φ is given in Lemma 3.2, satisfies the
following boundary conditions

si(0) = pi−1, si(1) = pi,

ṡi(0) = vi−1, ṡi(1) = vi.
(34)

Moreover, Dṡi

dt
(0) = Dṡi

dt
(1) = 0.

Proof : Before computing the spline derivatives, define the functions

f(t) =
sin(1 − φ(t))θrl(t)

sin θrl(t)
, g(t) =

sinφ(t)θrl(t)

sin θrl(t)
,

and calculate their derivatives at the boundary points t = 0 and t = 1, to
obtain the following:

f(0) = 1, f(1) = 0, g(0) = 0, g(1) = 1

ḟ(0) = 0, ḟ(1) = 0, ġ(0) = 0, ġ(1) = 0,

f̈(0) = 0, f̈(1) = 0, g̈(0) = 0, g̈(1) = 0.

(35)

The first two derivatives of si(t) = f(t)li(t) + g(t)ri(t) are given by:

ṡi(t) =ḟ(t)li(t) + f(t)l̇i(t) + ġ(t)ri(t) + g(t)ṙi(t),

s̈i(t) =f̈(t)li(t) + 2ḟ(t)l̇i(t) + f(t)l̈i(t) + ẗg(t)ri(t)

+ 2ġ(t)ṙi(t) + g(t)r̈i(t).

(36)

Now, the boundary conditions (34) result from the conditions satisfied by
the functions φ and its derivatives at t = 0 and t = 1, together with (31)
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and (35). To check the conditions for the covariant derivative of the velocity
vector, just notice that

s̈i(0) = l̈i(0) = − ‖ vi−1 ‖ pi−1 ⊥ Tpi−1
Sd,

s̈i(1) = r̈i(1) = − ‖ vi ‖ pi ⊥ Tpi−1
Sd,

so that, the projection onto the corresponding tangent spaces vanishes.

As an illustration of the algorithm we generate a spline segment on the S2

sphere. The prescribed boundary conditions are

p1 =
[

1 0 0
]

v1 =
[

0 −0.8 1.2
]

p2 =
[

1
2

√
3

2 0
]

v2 =
[

−
√

3
4

1
4 −1

]

.

Figure 2 shows the initial and final velocities and the resulting spline. In
the graph on the right hand side, it is shown how the norm of the velocity
changes in time. One can notice a high acceleration in the middle part of the
graph, which corresponds to the growth of φ in this time interval.

1

2

3

4

5

6

s
.

0 0.2 0.4 0.6 0.8 1

t

Figure 3. Exemplary spline on an S2 sphere: a spline and a
velocity change
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5. Conclusions

The spline generation algorithm presented in this paper provides a simple
geometric method of finding interpolating curves on Riemannian manifolds
with any prescribed degree of smoothness. This algorithm requires the cal-
culation of three geodesics only to generate each spline segment, while for
the most used method to generate polynomial splines, the de Casteljau algo-
rithm, that number increases with the degree of smoothness. This reduction
in complexity is particularly important for non-Euclidean spaces, like rota-
tion groups, since the implementation of these algorithms based on on the
construction of geodesics implies computing matrix exponentials and matrix
logarithms, which are both difficult and time consuming. Another interesting
feature of the presented algorithm is the role played by the smoothing func-
tion φ. With appropriate choices of the boundary conditions on φ, one can
ensure the required smoothness of the whole spline without further changes
in the algorithm. The requirement of vanishing higher derivatives in the
boundary points enable simple joining of consecutive spline segment without
spoiling spline smoothness. Drawbacks of this approach, resulting from zero
acceleration condition at the boundaries, are visible in longer trajectories
and higher acceleration in the intermediate phase of the movement, but in
tasks when frame data are changing, ability of finding a spline which bases
on two frames only and the effectiveness of the algorithm may be a right
compromise.
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