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HIGH ORDER METHODS AND NUMERICAL BOUNDARY
CONDITIONS

ERCILIA SOUSA

ABSTRACT: In this paper we present high-order difference schemes for convection
diffusion problems. When we apply high order numerical methods to problems
where physical boundary conditions are not periodic there is a need to choose ade-
quate numerical boundary conditions in order to preserve the high-order accuracy.
Next to the boundary we do not usually have enough discrete points to apply the
high-order scheme and therefore at these nodes we must consider different approx-
imations, named the numerical boundary conditions.

The choice of numerical boundary conditions can influence the overall accuracy
of the scheme and most of the times do influence the stability. Here, we discuss
which orders of accuracy are reasonable to be considered at the numerical boundary
conditions, such that we do not pay a high price in accuracy and stability.

KEYWORDS: high-order finite differences, convection—diffusion, boundary condi-
tions.

1. Introduction

In order to compute approximate solutions for evolutionary partial differ-
ential equations with either explicit or implicit schemes, it is necessary to
use some form of local approximation; local in the sense that solution values
at local nodes are used to generate an approximate solution value at a new
time level. In finite differences it is usual to try to make the local domain as
compact as possible, for instance using only adjacent nodes when updating
at a node. The domain of local approximation may need to be large because
the degree of the equation is high or it may need to be enlarged to accommo-
date a higher order local approximation for a low order differential equation.
In either case schemes are usually derived for infinite space domains; when
space boundaries occur they prevent such high order schemes from being ap-
plied directly. One method to deal with the second of these situations, a high
order local approximation to a low order equation, is simply to use a lower
order scheme immediately near boundaries and use a high order scheme for
the major part of the interior of the domain. Whether this is useful will
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depend on the nature of the problem being approximated. If interest is cen-
tered on dynamics in the interior and on time scales where boundary effects
have not propagated to the region of interest, then this will be a reasonable
approximation. If the boundary influences the interior quickly, little may be
gained by using a high order scheme to accurately propagate low order errors
from the boundaries to the interior.

In the majority of cases, to provide a modified scheme at a boundary which
retains the accuracy of the scheme used in the interior of the domain will be
very difficult.

Here, we analyse a class of high-order schemes, for the convection-diffusion
equation and discuss which orders of accuracy are reasonable to be considered
at the numerical boundary conditions so that, it will still be worthwhile to
use an higher-order scheme in the interior.

Finite difference schemes typically consist of replacement of the individual
derivative terms in the partial differential equation by a set of discretised
approximations (see e.g. Smith [1]). However, different techniques have been
suggested for deriving finite differences for the unsteady convection-diffusion
equation (see e.g. Kolesnikov and Baker [2], Morton and Sobey [3] and Xu
et al [4]).

Morton and Sobey [3], derived the Lax-Wendroff scheme, due to Lax and
Wendroff [5], and the Quickest scheme, due to Leonard [6], using an evolution
operator. In this paper we derive high-order schemes using the evolution op-
erator, associated to the convection-diffusion problem, considered in Morton

and Sobey [3].

2. High-order schemes

Consider the one-dimensional problem with constant velocity V' in the pos-
itive x direction and constant diffusion with coefficient D > 0:

du du 0*u
a‘i_v%—D@, t>0, SL’ER, (1)

subject to the initial condition
u(z,0) = up(z) (2)
and the boundary condition

u(z,t) =0 as |z| — oo. (3)
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This initial value problem can be solved in closed form using Fourier trans-
forms in = to obtain the exact solution,

—L +0<>u T — e*52
u(x,t)—ﬁ/m o(z — Vit 4 2V Dte)e S de. (4)

Let us choose a uniform time step At. Applying the result to evolution over
one time step, from time ¢, to t,.1 = t, + At write

“+o0

u(z, bt + At) = / u(n, tn)G(x — n; At)dn,

o

where the Green’s function is given by
1
vV DrT

As showed by Morton and Sobey [3] to derive either finite difference or finite
element approximations we substitute an approximation to u(n,t,) in this
integral, and exploit the fact that the integration of a global polynomial can
be carried out exactly.

o (z=V7)*/ADr

G(z;7) =

2.1. Finite difference schemes. Suppose we have approximations U} to
the values u(z;,t,) at the mesh points

r;=jAz, j=0,%£1,%£2,...,

where Ax denotes the uniform space step. For this set of values we denote
U" := {U}'} and p;(x; U") the interpolating polynomial, associated with the
points xj, through U} and the values at a certain number of neighboring
points. Then finite difference schemes can be generated from evolution of
this interpolating approximation by

+00
Ut = / pj(n; U")G(z; — n; At)dn. (5)

o

If the approximation scheme obtained comes from approximating U" near
z; by a polynomial p;(z; U"), of degree R,

i(z; U") Zbﬂx—% :
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then .
1 o0 2
Ut = 7 / pj(z — VAL +2VDALE; UM)e * dE.
™ — 00

J

When evaluating the previous integral we come across integrals of the form

400
a, = % / e ¢ de. (6)

For » = 0,1,2,... the values of the integrals can be obtained using the
recurrence relation
ap=1, a1 =0
1

ar:§(r—1)ar_2, r=2....

The approximate solution can be written as

oo R

= / ijr(—VAtJr2\/DAt§)Te*€2d§
ﬁ 0 =0

R

— Zbﬁi > < " ) (—VA) "2V DAL € e € d¢

n+l __
Uj =

n

where a,, is defined by (6). We have,
UMt = by — b VAL + bp[V2(At)” + 2DAL — b3 [V3(At)’ + 6V D(At)’]
Fhu[VA(AD* + 12V2D(AL)® + 12D*(At)?]
—b;s[V(AL) 4+ 20V3(AL)’ DAL + 60V ALD*(AL)] + . . ..
Within this framework one can obtain different high-order schemes by differ-

ent interpolations on a uniform mesh. We use the usual central, backward,
forward, second difference and fourth difference operators,

1
A()Uj = 5(Uj+1_Uj71), Aij = Uj—Ujfl, A+Uj = Uj—Ujfl

§°U; = U1 —2U;4+U;—q, and §'U; = Ujpo—4Uj +6U; —4U; 1+ U; o

to evaluate the coefficients b;, in terms of the nodal values U" and obtain
high-order schemes.
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For the uniform space step Ax and time step At let:

DAt VAt
= — 5, UV = —’
" Ay Az

v is the Courant (CFL) number.
Quadratic interpolation: If we interpolate U;_1,U; and U4 , then

1
UMttt = {1 — v+ (51/2 + p)0* U} (7)

Cubic interpolation: If we extend p;(x, U") to include a cubic term,
that is, using U;_» as well as U;_1,U; and Uj,, then

U; =11 —vA+ (§y2 + )% + éy(l . 6,LL)52A,}Uj : (8)

uartic interpolation: If a quartic interpolant of U;_o, ..., U; s is used
j Jj+
then the approximation formula for U;‘H becomes

1 1
Urtt = {1—-vAg+ (§V2 + p)d* + 61/(1 — v —6u)6 A

+i[12ﬂ2 —2p—12p0(1 —v) +v(1 = v*)(2 = v)]6*}UT. (9)

Quintic approximation: If a quintic interpolant of U;_3, ..., U;;2 is used
then the approximation formula for U;‘H becomes

1 1
U;‘H = {1 —vAy+ (§V2 + 1)6* + év(l — v —6p)6 A
1
+ﬂ[12p2 — 2 — 12uv(1 — v) + v(1 — 1) (2 — v)]6*

1
+m[—4u +5(0° + 6vp) — (v° + 20071 + 60vp?) ]S A_YUT. (10)

Note that the quadratic interpolation and the cubic interpolation are re-
spectively the well known Lax-Wendroff scheme [5] and Quickest scheme [6].
The schemes not yet studied in the literature are those obtained by the quar-
tic interpolation (9) and quintic interpolation (10).

2.2. Global error and truncation error. The schemes in the previous
section can be written in the matricial form,

Ut = AU, (11)
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where the matrix A contains the coefficients of the difference formulas. In
order to have a matrix of finite dimensions we assume that the boundary
conditions are periodic.

For the exact solution, we denote u” the set u" := {u(xj,t,)}. The error
E™ =u" — U" for the set of nodal errors, is given by

E" = AE" 4+ AtT™, (12)

where T" is the truncation error. For any chosen norm for the error, the
practical stability requirement is that ||A|| < 1. Then a global error bound
is given by

n—1
1E"] <[l H+Atz;HT < IIE7][+ (nAt) max |77
j:

Since we assume the boundary conditions are periodic, the stability condi-
tions obtained by ||A||s < 1, where || - ||2 is the 2-norm, are equivalent to the
stability conditions obtained using the von Neumann Fourier analysis [7].
The following local truncation error of the schemes can be derived using
the modified equation method as in Warming and Hyett [8] or the Peano
kernel theorem as in Morton and Sobey [3].
Quadratic interpolation: (Lax-Wendroff)

n 1 n
AT = éAx?’V(l —v? — 6p)U%(z5)
Lo\ 4102 2 2 n
+ﬂAx (120" = 2p+ 307 (1 — v° — 4p))Uli(z;) + ... (13)
Cubic interpolation: (Quickest)
1
ALT} = ﬂAx4(12u2 — 2 — 12uv(1 = v) + v(1 — (2 = v))Uk(zj) + ...

Quartic interpolation: We have,

1
AT, = EOA:& (—4v + 5(1° + 6vp) — (V° + 200° 1 + 60vp?)) Ul
+... (14)
Quintic interpolation: We have,
1
AtT|, = ﬁomﬁ (=120 + 4(v* + 2p) + 15(V° + 6vp) — 5(v* + 1207 + 12447%)

—3(v° + 2007 + 60vp?) + (V° + 300 + 120p° + 180p*v?)) Ul + . ..
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On theoretical grounds, over a finite interval of time these estimates are
sensitive to the values of v and u considered, since p and v need not be
constant and may vary depending on how Az and At are related when we
refine the mesh. Nevertheless, in general, we expect the quadratic interpo-
lation to be close to O(Az?), the cubic interpolation close to O(Ax?), the
quartic interpolation close to O(Ax?) and the quintic interpolation should

be O(Az?).

2.3. Fourier stability analysis. Clearly the von Neumann condition is very
important both practically and theoretically. Even for variable coefficient
problems it can be applied locally (with local values of the coefficients) and
because instability is a local phenomenon, due to the high frequency modes
being the most unstable, it gives necessary stability conditions which can
often be shown to be sufficient.

The following important points should be noted concerning the von Neu-
mann method of examining stability. The method which is based on Fourier
analysis applies only if the coefficients of the linear difference equation are
constant. Boundary conditions are neglected by the von Neumann method
which applies in theory only to pure initial value problems with periodic
initial data. It does however provide necessary conditions for stability of
constant coefficient problems regardless of type of boundary conditions.

If we assume periodic boundary conditions the von Neumann analysis is
based on the decomposition of the numerical solution into a Fourier series as

N
U;‘ _ Z ngifp(jm)
p=—N

where 1= +/—1, &} is the amplification factor of the p-th harmonic and
P
&p

= NAs The product §,Ax is often called the phase angle:

0 = ¢ Ax

and covers the domain (—m,7) in steps of 7/N. The region around 6 = 0
corresponds to the low frequencies while the region 6§ = 7 is associated with
the high-frequencies. In particular, the value 8§ = 7 corresponds to the

highest frequency resolvable on the mesh, namely the frequency of wavelength
2Ax.
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Considering a single mode, "€’ its time evolution is determined by the
same numerical scheme as the complete numerical solution U}'. Hence in-
serting a representation of this form into a numerical scheme we obtain a
stability condition by getting an upper bound for the amplification factor, .

The amplification factor is said to satisfy the von Neumann condition if
there is a constant K such that

K(E)| <1+ KAt, VeEcR. (15)

However, for some problems the presence of the arbitrary constant in (15)
is too generous for practical purposes, although being adequate for even-
tual convergence in the limit At — 0. In practice, the inequality (15) is
substituted by the following stronger condition

k()] <1, VEeR. (16)

This has been called practical stability by Richtmyer and Morton [9] or strict
stability by other authors. In some cases condition (15) allows numerical
modes to grow exponentially in time for finite values of At. Therefore, the
practical, or strict, stability condition (16) is recommended in order to pre-
vent numerical modes from growing faster than the physical modes of the
differential equation.

Next, we present some results on stability based in the von Neumann anal-
ysis for the four schemes.

The result that follows, about the Lax-Wendroff scheme, can be found in
various works such as Warming and Hyett [§].

Proposition 1. A necessary and sufficient condition for stability of the Lax-
Wendroff scheme (the quadratic interpolation) is

v 4+ 2u < 1.

The Quickest scheme is more complex than the Lax-Wendroff scheme and
consequently so is its von Neumann stability analysis. A necessary stability
condition for the Quickest scheme was given by Leonard [6]. In the next
lemma we combine this necessary condition with an additional one.

Lemma 2. [If the Quickest scheme (cubic interpolation) is stable then

1—2v
<1,
3—2v —

v? + 6 V2 4 6u(1 — 2v) > —2u. (17)
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Proof: The amplification factor for the Quickest scheme is given by:
k() = 1—ivsind — (v* + 2u)(1 — cosh)

_%(1 — 2 —6u)(1 - e’w)(l — cos0).

The necessary conditions (17) are obtained imposing  |k(7)| < 1 since for
6 = m we have the fundamental frequency that corresponds to the maximum
wavelength. The necessary condition given by Leonard [6], the first condition
of (17), was obtained from k(7)) > —1. We have

4y

k(m) =1—2(" +2u) ; (1—1v*—6p)

and if |k(7)| <1 then
2 2
V2—|—2u—|—§(1—y2—6,u)§1 V2—|—2u—|—§(1—u2—6,u)20.

The conditions of the lemma follow from these inequalities. [

Although analytical von Neumann necessary and sufficient stability condi-
tions have not been so far stated in the literature for the Quickest scheme,
they have been computed numerically and plotted in papers by Leonard [6]
and Morton and Sobey [3]. In the following theorem however we provide the
analytical necessary and sufficient conditions for the Quickest scheme.

Theorem 3. Let a = 2vp— (v/3)(1 —1v?), n = 2u+1v*)? — v? + 2a(1 — 2v)
and d = 4a(2u + v? — v — «). The Quickest scheme is stable if and only if
(a) The condition =2 +n —d < 0 is satisfied;
(b) Let S ={(p,v):0<n/2d <1} . For (u,v)€ S, n?/4d < 2pu.
Proof: Considering the fact that
1 —cosf = 2sin*(6/2) and sin®@ = 4sin?*(0/2)(1 — sin?(0/2)),
the modulus of the amplification factor of the Quickest scheme is given by
K(0)]7 = 1—8usin®(8/2) + 4[(2p + 1/2)2 — 12+ 2a(1 — 2v)]sin*(6/2)
—16a(2u + v* — v — a)sin®(6/2).
Let s = sin?(6/2) then
K(0))* = 1—8us+4[(2u + V2)2 — v 4+ 2a(1—20)]s* = 16a(2u+1v° —v—a)s’.
It follows |k(0)]> = 1+ 4s¢(s), where for s € [0, 1],

o(s) = —2p+[(2u+ V2)2 — 24 2a(1 — 2v)]s — 4a(2p + v — v — a)s”.
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The stability condition |«(0)] < 1,V0 € IR, is satisfied if and only if the
condition

o(s) <0, se€l0,1]
is satisfied. To prove this condition it is necessary and sufficient to prove
that ¢(0) < 0, ¢(1) < 0 and that for s, € [0, 1] such that ¢'(s.) = 0 then

é(s.) < 0.

We have that ¢(0) = —2u and it is negative for all . The inequality
¢(1) < 0 is true if and only if the condition (a) of the theorem is satisfied.
The zero of the function ¢/'(s) is

(2u+v?)? — 2 + 2a(1 — 2v)

= 18
’ 8a(2u+ 1?2 —v —a) (18)
We want to find g and v such that 0 < s, <1 and ¢(s,) < 0. We have

1[(2u + v?)?* — 2 + 2a(1 — 2v)]?

4 dau+1v?:—v —a)
The condition ¢(s,) < 0 is verified if and only if

2 2\2 .2 20(1 = 2 2
(Gt PP =V 200 2P,
16a(2u+v? —v — )

and this proves the theorem. [

We illustrate the stability conditions for the Lax-Wendroff scheme and
Quickest scheme in Figure 1.

Although the analytical necessary and sufficient conditions presented above,
for the Quickest scheme have a cumbersome form, we can check for a fixed
value of v or p for which values the method is stable. For instance, if v = 1/2
and we want to find for which values of u the method is practically stable,
we have « = p — 1/8, n=4(u—1/8)(u—3/8) and d = 4(u — 1/8)% The
first condition of the theorem is satisfied for all p, but the second condition
gives us that the method is practically stable for 0 < p < 9/8. Similarly, if
i = 0, then we easily can check that the conditions of the theorem give us
0 <v <1. Also, for v = 0,1 we have that the method is stable for u < 1/2.

All the values obtained by these examples are in agreement with Figure 1,
which was computed numerically.

Now, let us give necessary stability conditions for the schemes obtained by
the quartic and quintic interpolations, that we call respectively, the quartic
scheme and the quintic scheme.
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Proposition 4. (a) If the Quartic scheme is stable then
0 <2a9 +4a3 — 8ay < 1,

where ay = (V> +2u)/2, a3=v(l —v —06u)/6
and ag = (12p% — 2u — 12uv(1 —v) + v(1 — %) (2 — v)) /24,
(b) If the Quintic scheme is stable then

0 <2ay +4a3 — 8ay — 15a5 < 1,
where s = [—4v + 5(1% + 6vp) — (v° + 2003u + 60vu?)]/120.
Proof: Let 8 = £Ax. The amplification factor is given by
k(0) = 1—ai(e® —e ™)+ ay(e? —2+e7) + az(e” — 34 37 — %)
+ay (¥ — 4e" 46 — 407 4 ¢ 720)
+y(e”? = 5e" +10 — 106" 4 5e ¥ — ),

where a; = /2, v = 0 for the quartic and v = a5 for the quintic.
We can write, x(0) = R(0) +iI(6), where

R(0) = 1—2ay(1 —cosf) —2as(cosf — 1)* 4 4ay(cos — 1)*
+ v(4(1 — cos*0) + 15cosf(cos ) — 1))

I(/) = 2a;sinf + a3(2sinf(cosd — 1) —sin ) + y(4sinf(cosd — 1)* + sin )

For 6 = 7, we have I(7) = 0 and R(7) = 1 — 4ay — 8az + 16ay + 307.
If the schemes are stable then |x(7)| < 1, that is

20 + dag — 8ay — 15y > 0,  2a9 4+ 4ag — 8ay — 15y < 1.
(a) For the quartic we have v = 0 and then
20&2 + 4043 - 80&4 Z 0, 20&2 + 4043 - 8044 S 1.

(b) For the quintic we have 0 < 29 + 43 — 8ay — 15as < 1. O

Although, we have obtained only necessary analytical stability conditions
for the quartic and quintic schemes, in Figure 2, we plot necessary and suf-
ficient conditions computed numerically. We observe from these calculations
that for the quartic scheme, the conditions

0 <2a9+ 43 — 8oy <1

are necessary and sufficient for stability.
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FIGURE 1. Fourier stability region for: (a) Quadratic (b) Cubic
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FIGURE 2. Fourier stability region for: (a) Quartic (b) Quintic

2.4. Test problem: periodic boundary conditions. Consider the convection-
diffusion problem (1)-(2), for € [0,1] and the initial condition f(z) given
by

flz) = e @0 e 10, 1], (20)

The exact solution of this problem can be obtained from the eigenfunctions
of the spatial differential operator which are sines and cosines. Hence, the
solution is given by means of a Fourier expansion

400
u(m, t) _ Z bk€—47r2k2Dt€27rk(ac—Vt)z‘7 (21>

k=—00
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with
1
o 2/712 .
bk: :/ e (z—0.5)%/L 627rkmd$.
0

Since we are assuming that the boundary conditions are periodic, the stability
region for the numerical methods considered are given by the von Neumann
stability analysis studied in the previous section and stated in Figures 1-2.
In Figure 3 we display the exact solution (21) for L = 0.05 and different
instants of time ¢t = 0, 0.4, 0.8.
Numerical experiments were conducted for different values of V and D and
consequently different Courant numbers v and Péclet numbers Pe,

VAt p VAx
Az’ =D
We display in Table 1 and Table 2 the global error results for small values
of the diffusive parameter D, D = 0.0001 and D = 0.000001. The rate of
convergence increases from the cubic scheme to the quintic scheme, accord-
ing to the fact that the schemes are generated by increasing the degree of

interpolation.

UV =

0.8

0.6
5

0.4

0.2

A

0 02 04 06 08 1
X

FIGURE 3. Exact solution for t=0, 0.4, 0.8; L=0.05, V=0.5, D=0.001

Schemes | Az = 0.01 (x = 0.01) | Az =0.001 (. =0.1) | Convergence rate
cubic [ 0.19531 x 1072 0.26399 x 1074 1.87
quartic | 0.10578 x 1072 0.14908 x 107° 2.85
quintic | 0.87713 x 107 0.12417 x 107 3.85

Table 1. Global Ly error of time converged solution for two mesh resolutions
att=08forv=1,V =1, D =0.0001. Pe=1000Ax
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Schemes | Az = 0.01 (x = 0.00001) | Az = 0.001 (1 = 0.0001) | Convergence rate
cubic [ 0.26944 x 10~* 0.85748 x 10°° 1.50
quartic | 0.15432 x 10~% 0.53192 x 10~ 2.48
quintic | 0.13799 x 10~° 0.49726 x 107 3.44

Table 2. Global Ly error of time converged solution for two mesh resolutions
at t=0.8forv=1,V =1, D =0.000001. Pe=100000Axz

0% 02 04 06 08 1
X

FIGURE 4. Solutions for t=0.8, V=0.5, D=0.001. Exact e; Numerical so-
lutions: cubic (—-), quartic (——), quintic (—); v = 0.1; Az = 0.03 (N = 30,
N number of nodes)

In Tables 3 and 4 the diffusive parameter D is closer to the convective
parameter V' and we consider two different Courant numbers, v = 0.01 in
Table 3 and v = 0.1 in Table 4. The order of accuracy improves in all
methods comparatively to the examples in Table 1 and 2. Additionally, we
observe that the order of accuracy improves as the Courant number increases.
Furthermore, the cubic and quartic methods evidences dispersive oscillations
that are less present in the quintic scheme (see Figure 4). These oscillations
diminishes as the Courant number increases and completely disappear around
v =0.8.

Schemes | Az = 0.01 (¢ = 0.002) | Az = 0.001 (u = 0.02) | Convergence rate
cubic [ 0.16248 x 1071 0.59929 x 10~* 2.43
quartic | 0.33158 x 1072 0.92258 x 107 3.56
quintic | 0.61252 x 102 0.68233 x 10°% 1.95

Table 3. Global Ly error of time converged solution for two mesh resolutions
at t = 0.8 for v =0.01, V = 0.5, D = 0.001. Pe=500Az
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Schemes | Az = 0.01 (u = 0.02) | Az = 0.001 (1 =0.2) | Convergence rate
cubic | 0.136805 x 10~! 0.176549 x 10~* 2.88
quartic | 0.285106 x 102 0.105165 x 107 4.43
quintic | 0.511304 x 1073 0.694070 x 10~° 5.86

Table 4. Global Ly error of time converged solution for two mesh resolutions
at t =08 for v =0.1, V =0.5, D = 0.001. Pe=500Ax

The cases where the diffusive parameter D is more dominant are shown
in Tables 5 and 6. The order of accuracy of the cubic and quintic seems to
decrease considerably, specially in Table 6, where the convective parameter
is even smaller than in Table 5. The quartic in these cases seems to be a
good option. Note that in Table 6 the Courant number was choosen to be
v = 0.005 in order that we can run all schemes inside their stability regions.

Schemes | Az = 0.01 (x = 0.02) | Az = 0.001 (x =0.2) | Convergence rate
cubic [0.33183 x 1073 0.44909 x 107° 1.87
quartic | 0.21144 x 10~* 0.76775 x 107 4.44
quintic | 0.65020 x 10~° 0.84342 x 10719 3.89

Table 5. Global Ly error of time converged solution for two mesh resolutions

at t = 0.8 for v =0.01, V = 0.5, D = 0.01. Pe=50Ax

Schemes | Az = 0.01 (= 0.05) | Az = 0.001 (= 0.5) | Convergence rate
cubic [0.47138 x 10~* 0.46721 x 107° 1.00
quartic | 0.37026 x 1075 0.17707 x 107 3.32
quintic | 0.16133 x 10~ ° 0.89163 x 1010 3.23

Table 6. Global Ly error of time converged solution for two mesh resolutions
at t = 0.8 for v =0.005, V =0.1, D = 0.01. Pe=10Ax

In conclusion, the quartic is a good option for the cases where the convective
parameter is less dominant, that is, small Péclet numbers and the quintic is
by far the best option for big Péclet numbers. These includes small values of
D, which is the case the convection-diffusion equation approaches the non-
diffusive hyperbolic equation.

3. In the presence of an inflow boundary condition

Consider the initial boundary condition problem with the convection-diffusion
equation (1) defined on the half-line, x > 0, with the initial condition

x>0 (22)

u(z,0) = f(x),
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and the boundary conditions
u(0,t) =g(t), t>0 wu(z,t)—0, z— 0. (23)

We are going to apply the high-order schemes studied earlier to this prob-
lem. Therefore we need to consider numerical boundary conditions. In this
section we study which numerical boundary conditions are more adequate
for the quartic and the quintic approximations.

3.1. Numerical boundary conditions. For the quintic approximation we

need to consider numerical boundaries at the first two nodes, j = 1 and
Jj=2.
Boundary J [

Numerical Boundaries Interior scheme

The first idea is to preserve the same degree of interpolation. We derive
numerical boundary conditions at j = 1 and j = 2 as follows: for 7 = 1 we
interpolate the mesh points U;_q,...,Uj;4 and for j = 2 we interpolate the
mesh points U;_, ..., Ujys.

For j =1 we get

i 1 1
U; o= {1 —vAg+ §(V2 +21)6% + Ev(l — % —6p)6* A,

1
—|—ﬂ[—(1/2 +2u) — 2v 4+ 2v(v? + 6p) + (V! + 1207 + 1247)]02 A%
1
—FEO[GV + 5(v% 4 2u) — 5(v® 4 6up) — 5(vt 4 1207 + 1247)
—(v° + 2001 + 600 )6 A% U (24)

n+1
Ui
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For j = 2 we have

1
Uptt = (L= v+ 57 +21)5 + %(1 — 12— 6p)82A_
1
+ﬂ —(V* +2p) + 2v — 2u(V? + 6p) + (vt + 1207 + 124%)) 6
1
-I-EO[—ZLV + 5% + 6vp) — (V° + 200° 0 + 60vp®)]6° A% UL (25)

n+1
Us

At the first and second nodes, we can also choose lower degrees of interpo-
lation: quadratic, cubic and quartic.

The quadratic interpolation at the first node, j = 1, leads to the Lax-
Wendroff scheme (7).

A cubic downwind interpolation at 7 = 1, that interpolates the mesh points
Uiy, Uf, Ul and UL, is given by

Upth = {1 = vo+ (5 + p)o® + cv(1l =12 = 6p)5° AL YUY (26)

n+1
Ui

A quartic interpolation at j = 1, that interpolates the points U ;, U7,
Uiy and Ul , and UY 5, is given by

1 1
U;‘H = {1-vA_+ §(V2 + 2 — V)0 + év(l — % —6u)6*A

1
+o — (1 +2u) — 2v + 20 (v + 6p) + (1 + 1207 + 12u%)]6% A2 (27)
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At the second node, j = 2, we can consider the quadratic interpolation (7),
the cubic interpolation (8) and also the quartic interpolation (9), derived
previously.

Let us now describe in detail the schemes we are going to study.

We consider the Quickest scheme (cubic interpolation) with the third-order
numerical boundary condition (26) for a self contained study. Note that in
[10] it is shown that the Quickest scheme with the third-order numerical
boundary condition (26) or with the second-order boundary condition (7) at
jJ = 1 gives similar accuracy results.

We proceed as follows. We denote cubics the cubic approximation with the
numerical boundary condition (26). For the quartic approximation we use
the notation

quartic; , j1 = 2,3,4.

The value of j; denotes the numerical boundary condition considered at j =

1, according to its order of accuracy, that is, j; = 2 denotes the scheme (7),

J1 = 3 denotes the scheme (26) and j; = 4 denotes the scheme (27).
Similarly, for the quintic approximation we use the notation

quintic; 1,72 = 2,3,4,5.

J1J27

Now, we have an additional numerical boundary condition. The value j; still
denotes the boundary condition at the first node, 7 = 1, and j» denotes the
numerical boundary condition at the second node, j = 2. For the first node,
J1 = 2,3,4 denotes the same as in the quartic scheme and j; = 5 denotes
the scheme (24). For the second node, jo; = 2 denotes the scheme (7), jo = 3
denotes the scheme (8), jo» = 4 denotes the scheme (9) and j» = 5 denotes
the scheme (25).

3.2. Global error and stability analysis. The numerical schemes studied,
with the numerical boundary conditions presented, can still be written in
the matricial form (11), although the matrix A is now different, taking into
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account the numerical boundary conditions. Furthermore, we still have the
global error given by (12).

In this section, it is very likely that A is a non-normal matrix and therefore
the condition ||A|| < 1, is not anymore an adequate stability condition as in
section 2.2.

We have

En+1 — An+1EO +AtZAan—j
j=0
Then a global error bound is given by

IE™H] < A" EON + (n+ 1) At max ||A7[[[|[T]].
0<j<n

Furthermore, if ||A|| is a matrix such that ||A"|| < K, for 0 < nAt < T,
then we say that we have Lax stability and

1E"|| < K|[E°|| + nAtK|[T" ).

For A non-normal, there is usually a transient behaviour of powers before
they start to decay exponentially.

For our methods if p(A) > 1 the scheme is unstable. We plot the regions
where the schemes are unstable Figure 5 — 7. Note that outside the von
Neumann stability region, shown in Figures 1-2, for the interior scheme, the
numerical methods with the numerical boundary conditions are still unstable.
Therefore, the small part, on the top left of Figures 5 — 7, that is, for small
@ and v > 1, is unstable according to the von Neumann analysis.

125
0.8
0.6
0.4

0.2

0 . . \‘\'ll .
0 0.2 0.4 0.6 0.8
H

FIGURE 5. Quartic approximation with different numerical boundary con-
ditions: quarticy (— - —); quarticg (——);quarticy (- - -)
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12 1 12

0 0.2 04 0.6 0.8
H

FIGURE 6. Quintic approximation with different numerical boundary con-
ditions: (a) quinticss (—); quinticsy (— - —); quinticsy (——);quinticsy (---). (b)
quinticys (—); quinticy (— - —); quinticys (——);quinticgy (- - ).

0 0.2 04 0.6 0.8 0 0.2 04 0.6 0.8
H H

FIGURE 7. Quintic approximation with different numerical boundary con-
ditions: (a) quinticgs (—); quinticgy (— - —); quinticzs (——);quinticss (-« -).(b)
quintices (—); quinticyy (— - —); quinticys (——);quinticey (- - -).

3.3. Test problem: an inflow boundary condition. If we consider the
convection-diffusion problem (1), (22) and (23), then an exact solution of
this system on the half line z > 0 is given by

w(z,t) = i/o ot — 1)z, 7)dr

/i

+ /+Oo fla — Vit +2VDt€)e ¢ de
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—% m f(=x = Vit +2VDt€)eV*Pe= d¢ (28)

2v Dt

where the function G*(z, 7) is given by

G*(LU, 7_) _ 7(1‘7VT)2/4DT.

T
— ¢
2/ D72/3
Consider the initial data

u(zx,0) = e x>0, u(0,t) =0, t>0.

Our reason for considering this test case is that it is straightforward to cal-
culate an exact solution for this initial profile:

u(r,t) = ———|e 4Dt + 1 Erfe | — _
(%) 2¢/4Dt + 1 ( 24/ Dt(4Dt + 1))

(x+Vt)? Vz

- +
—e 4Dt +1 D Erfc (z+ V) . (29)
24/Dt(4Dt + 1)

2 [ .o
where Erfc(x) = — / e * ds. The time evolution of the solution is shown
T T

in Figure 8, at the times ¢t = 0, 5, 10,20 and for V' = 0.5 and D = 0.001.

1

08 =0

t=5
t=10 t=20
0.6-

=]

0.4

0.2/

FIGURE 8. Exact solution defined by (29) at the times t=0, 5, 10, 20, for
V =0.5and D = 0.001.
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In what follows, for the initial solution u(z,0) = e " we compute the
approximate solutions for a finite domain 0 <z < 6 at t = 5.

Table 7 and Table 8 show the global Lo error for the cubic, quartic and
quintic with different numerical boundary conditions. In Table 7, we assume
V =0.5, D=0.001 and in Table 8 V' = 0.5, D = 0.0001. The convergence
in the second case is slower, that is, for the same space step, the error is
smaller for D = 0.001 (Table 7) than for D = 0.0001 (Table 8). In the later
case we have a steepest gradient, as we can see in Figure 10, and therefore to
remove the oscillations is more difficult. Also the differences between Table
7 and Table 8 confirms what was observed for the periodic case: the quin-
tic approximation shows to be considerably advantageous over the quartic
scheme for small values of D.

For the quartic, all the numerical boundary conditions chosen seems to give
good results. Note that the quartico performs quite well.

Schemes Error Lo Convergence
Ar=01] Az =0.05| Az =0.01 D
cubic ‘ cubicg | 0.2402E-00 | 0.1177E-00 | 0.3802E-02 1.80
quarticy | 0.2768E-00 | 0.7074E-01 | 0.8088E-03 2.53
quartic | quartics | 0.2529E-00 | 0.7733E-01 | 0.8099E-03 2.49
quartice | 0.2317E-00 | 0.7978E-01 | 0.8026E-03 2.46
quinticss | 0.2825E-00 | 0.2690E-01 | 0.8415E-03 2.53
quintics, | quinticsy | 0.1174E-00 | 0.2195E-01 | 0.8417E-03 2.14
quinticss | 0.1276E-00 | 0.2860E-01 | 0.8386E-03 2.18
quinticse | 0.3817E-00 | 0.9638E-01 | 0.1091E-02 2.54
quinticys | 0.1506E-00 | 0.1956E-01 | 0.8429E-03 2.25
quinticy, | quinticy | 0.1279E-00 | 0.2089E-01 | 0.8430E-03 2.18
quinticyg | 0.1283E-00 | 0.2687E-01 | 0.8407E-03 2.18
quinticys | 0.3134E-00 | 0.7683E-01 | 0.9384E-03 2.52
quinticgs | 0.1331E-00 | 0.2425E-01 | 0.8378E-03 2.20
quintics, | quinticsy | 0.1396E-00 | 0.2638E-01 | 0.8378E-03 2.22
quinticss | 0.1407E-00 | 0.3021E-01 | 0.8367E-03 2.23
quinticse | 0.2396E-00 | 0.6033E-01 | 0.8034E-03 247
quintices | 0.1474E-00 | 0.3870E-01 | 0.6957E-03 2.33
quinticy, | quinticey | 0.1531E-00 | 0.4007E-01 | 0.6946E-03 2.34
quinticeg | 0.1580E-00 | 0.4270E-01 | 0.6939E-03 2.36
quintices | 0.1927E-00 | 0.5496E-01 | 0.6906E-03 2.45

Table 7. Global Ly error of time converged solution for three mesh resolutions:
t="5,2€0,6], D=0.001, V=05, v=0.01
Convergence rate p: between Ax = 0.1 and Az = 0.01;



Concerning the quintic, if we take into account both cases, D = 0.001
(Table 7) and D = 0.0001 (Table 8), the best results seems to be given by
quinticsy, quinticy, (although similar to quintic,; ), and quinticss (although

similar to quintics,).

In Figures 9-10 we plot results for the cubics, quarticy, quintics, and
quinticss. The quintic presents smaller oscillations and they disappear more
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quickly as we refine the mesh.

Schemes Error Lo Convergence
Ax =0.05| Az = 0.025 | Az = 0.005 P
cubic ‘ cubics | 0.4225E-00 | 0.3222E-00 | 0.3845E-01 1.04
quarticy | 0.5304E-00 | 0.3160E-00 | 0.5252E-02 2.00
quartic | quartics | 0.4741E-00 | 0.3121E-00 | 0.5376E-02 1.95
quarticy | 0.4348E-00 | 0.2955E-00 | 0.6430E-02 1.83
quinticss | 0.6185E-00 | 0.2728E-00 | 0.1373E-02 2.65
quintics, | quinticsy | 0.2524E-00 | 0.1289E-00 | 0.1360E-02 2.27
quinticss | 0.2708E-00 | 0.1397E-00 | 0.1298E-02 2.32
quinticsy | 0.5027E-00 | 0.2429E-00 | 0.3330E-02 2.18
quinticys | 0.2566E-00 | 0.1249E-00 | 0.1360E-02 2.28
quinticy, | quinticy | 0.2589E-00 | 0.1277E-00 | 0.1350E-02 2.28
quinticys | 0.2699E-00 | 0.1376E-00 | 0.1307E-02 2.31
quinticys | 0.4298E-00 | 0.2071E-00 | 0.2401E-02 2.25
quinticss | 0.2672E-00 | 0.1328E-00 | 0.1246E-02 2.33
quintics, | quinticsy | 0.2743E-00 | 0.1358E-00 | 0.1241E-02 2.34
quinticss | 0.2791E-00 | 0.1420E-00 | 0.1236E-02 2.35
quinticsy | 0.3606E-00 | 0.1809E-00 | 0.1472E-02 2.39
quinticos | 0.2857E-00 | 0.1512E-00 | 0.1648E-02 2.24
quintics, | quinticey | 0.2901E-00 | 0.1532E-00 | 0.1650E-02 2.25
quinticog | 0.2942E-00 | 0.1567E-00 | 0.1702E-02 2.24
quinticoy | 0.2280E-00 | 0.1724E-00 | 0.1964E-02 2.06

Table 8. Global Ly error of time converged solution for three mesh resolutions:
t=>5,2€10,6], D=0.0001, V =05, v=0.01

Convergence rate p: between Az = 0.05 and Az = 0.005

We observe that in Table 7 the quintic with second order boundary con-
dition at the first node becomes quite good as we refine the mesh, although
this is not an advantage when using high-order schemes, since the main ad-
vantage of considering an higher order scheme is to get more accuracy with

less refined meshes.
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FIGURE 9. Solutions for V' = 0.5 and D = 0.001. Exact solution (+ + +);
cubicg (- --); quarticy (— - —);quinticsy (——); quinticgs (—). (a) Az = 0.1; (b)
Az = 0.05

FIGURE 10. Solutions for V = 0.5 and D = 0.0001. Exact solution (4++);
cubicg (- - -); quarticy (— - —);quinticsy (——); quinticgs (—). (a) Az = 0.05;
(b) Az = 0.025

4. Conclusion

Schemes of high-order have been developed for the discretisation of the
convection-diffusion equation. Firstly, we have derived the schemes for an
infinite space domain and have analysed its stability and numerical perfor-
mance for different values of the convective parameter V and the diffusive
parameter D and therefore different Courant numbers and Péclet numbers.
The quintic scheme seems to be good in general and, comparatively to the

quartic scheme, its best performance is for large Péclet numbers.
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The second part of the paper is devoted to the presence of an inflow bound-
ary. Implementation of boundary conditions can be problematic with such
higher order schemes. Therefore, we present a number of numerical bound-
ary conditions that can be used. According to the numerical results, it seems
the quartic scheme performs reasonable well with the numerical boundary
conditions of order O(Az?), O(Az?) and O(Az?). For the quintic at the first
node, next to the boundary, we can choose a numerical scheme of order at
least O(Az?) and at the second node we are advised to choose an order not
less than O(Ax?).

This lead us to conjecture that if we have a scheme of higher order, that is,
O(Az"), we are advised to choose at the first node, next to the boundary, a
scheme of order at least O(Az"~?) and on the second node a scheme of order

at least O(Az"™1).
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