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ABSTRACT: This paper deals with a generalization of a certain interpolative pro-
cedure introduced by U. Matter [9] by which from given Banach ideals .4 and B
a new scale of Banach ideals (A, B), is generated. In particular we elaborate the
connection of our construction to interpolation theory. As an application we con-
sider the ideal of (p, p)-absolutely continuous operators which occurs when A is the
class of p-summing operators and B is the class of all operators. We characterize
(p, p)-absolutely continuous operators by a special factorization property through
a suitable interpolation space. We also give some applications to approximation
quantities and entropy numbers.
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1. Introduction and Notation

This introductory section serves as a survey of known results on absolute
continuity in the setting of operators between Banach spaces. The main
purpose here is to give motivation for our further studies of this notion.
Throughout the work, we shall use standard Banach space notation that
may be found in [5].

Let 2 be a compact topological space. Consider a weakly compact operator
T defined on the space C(£2) consisting of all real valued continuous functions
on () with values in some Banach space X. A result of R.G. Bartle, N.
Dunford and J. Schwarz from [1] asserts that there exists a certain control
measure f for the operator T'. More precisely, it can be shown that for every
e > 0 there exists a positive constant N(g) such that

1751 < NE) [ I7ldn+ell s for every f e C(@),

Motivated by the above property C. P. Niculescu introduced in his pioneering
work [11] and [12] the class of absolutely continuous operators with respect
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to a certain seminorm. A systematic study of this notion was initiated in the
work of H. Jarchow, U. Matter [9, 10, 7] and F. Rabiger [14].

In order to generalize the ideas of Niculescu the following definition was
considered in [9]. Let T € L(X,Y), S € L(X,Z) and R € L(X,W) be
operators between Banach spaces X,Y, Z and W. An operator T is said to
be absolutely continuous with respect to (S, R), denoted by T' < (S, R), if
for arbitrary € > 0 there is a constant N(¢) > 0 such that

|Tx|| < N(¢)||Sz|| + ¢||Rx| for all x € X. (1.1)

In the case X = W and R = Ix, we call such an operator T" absolutely
continuous with respect to S and denote this by T' < S. It was shown by C.
P. Niculescu that 7" < S if and only if 7" <« §”.

Let us now consider the notion of absolute continuity of operators from
the operator ideal point of view. For definitions and facts from operator
ideal theory we refer the reader to the monograph [13]. Recall that for an
operator ideal A its injective hull A™ consists of all operators T' € L(X,Y)

that become a member of A by extending the codomain X Ly Yy. Here
J denotes an injection into a suitable Banach space Yy. Due to the extension
property we may take Yy = f,(I) with an appropriate index set /. An ideal
is called injective if 4 = A™. Injectivity of A implies that the associated
class of Banach spaces is stable when passing to subspaces. The following
result of H. Jarchow and A. Pelczynski characterizes the closed injective hull

A of A, see [6].

Theorem 1.1. Let A be a quasinormed operator ideal. An operator T &€

L(X,Y) belongs to the closed injective hull A of A if and only if there exist
a Banach space Z and an operator S € A(X, Z) such that T < S.

We conclude this section by stressing an important connection of this notion
with interpolation theory. Let us consider for a fixed » > 0 the function
N(e) = e7" as a function appearing in (1.1). More precisely, for a fixed 0 €
(0,1) and z € X computing the minimum value of the function f : Ry — R,
given by f(t) = t/0=1|Sz| + t||Rxz||, which controls the right hand side of
inequality (1.1), shows that the definition of absolute continuity of operators
is equivalent to the following statement:

|Tz| < ||Sz|""?||Rz||’ for all z € X. (1.2)
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Here S denotes a constant multiple of the operator S occurring in (1.1).
The value of the underlying constant is ((1 — 0)/0)? + (6/(1 — 6))?. The
inequalities of type (1.2) play an important role in interpolation theory, see
[3]. This problem will be discussed in detail in Section 3.

Let us now consider the function ¢ : Ri — R, given by (s, t) = s' 0.
Then the condition (1.2) reads as follows
| Tz|| < o(]|Sz||, ||Rx||) for all z € X. (1.3)

For simplicity of notation, we write here S instead of S. Interesting ques-
tions that arise from the above considerations are the following: For which
functions ¢ : R2 — R, does (1.3) already imply 7' < (9, R), and conversely,
does the existence of a function ¢ such that (1.3) holds already follows from
T < (S, R)?

To answer these questions let us define the class AC consisting of all
continuous, positively homogeneous, concave functions ¢ : Ri — R, with
©(s,0) = ¢(0,t) = 0 and ¢(1,1) = 1. Taking into account the homogeneity
of ¢ we often put ¢(s,t) = sp(t/s) with p : [0,00) — R;. The function p is
also non-decreasing, concave and continuous with p(0) = 0 and p(1) = 1. It
was shown by F. Rébiger in [14] that the following statements are equivalent

o "< (S, R).
e There exists a function ¢ € AC such that (1.3) holds.

Let us now present the contents of this paper in some detail. In the next
section we present a generalization of a interpolative procedure introduced
by U. Matter [9] by which from given Banach ideals A and B a new scale
of Banach ideals (A, B), is generated. In Section 3 we stress an important
connection of our construction to interpolation theory. As an application in
Section 4 we characterize (p, ¢)-absolutely continuous operators by a special
factorization property through a suitable interpolation space. The last sec-
tion is devoted to give some applications to approximation quantities and
entropy numbers.

2. An interpolative ideal procedure

This section presents a procedure by which, from given operator ideals A
and B, a scale of new ideals (A, B), is generated. For definitions and basic
facts on operator ideals we refer the reader to the monograph [13]. Recall
that £ denotes the ideal of all operators between arbitrary Banach spaces.
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In what follows, let ¢ € AC. We start our considerations by showing the
superadditivity of . This property will be frequently used in the sequel.

Lemma 2.1. For any a;,b; > 0 the following inequality holds

Proof: By the definition of concavity the inequality

i Aip(ai, bi) < ¢ (i Aitti, i Aibz')
=1 1=1 1=1

holds for every \; > 0 with > " ; A\; = 1. The homogeneity of ¢ gives

ic)\igo(ai, b)) < (i CA\ia;, i c)\,'bi> for every ¢ > 0.

i=1 i=1 i=1

Taking cA\; = 1 for every ¢ = 1,...,n gives the claim. u
We are now in a position to present a generalization of the procedure

introduced by U. Matter in [9]. An operator T" € £(X,Y") belongs to (A, B),

if there exist Banach spaces Z, W and operators S € A(X, Z), R € B(X,W)
such that

| Tx|| < @(||Sx||, || Rz||) forall x e X. (2.2)

It is easy to see that the above defined class possesses the ideal property. To
show that TV € (A, B),(Xo,Y) for V € L(Xo, X) and T € (A, B),(X,Y)
we choose operators S € A(X,Z), R € B(X,W) according to (2.2). Then
SV e A(Xy, Z) and RV € B(Xy, W). We check at once that

I TVz| < e(||SVz], ||[RVz]) forall e X,.

To deduce that UT € (A, B),(X,Yy) for U € L(Y,Y)) and T € (A, B),(X,Y)
let us take the ||U||-multiple of operators appearing in (2.2). By homogeneity
of ¢ we obtain

|UTz|| < [[UIT) < [Ulle (S]], [|1R2]l) = ¢ ANUISz ]}, U] Rl

for all x € X. In order to see that (A, B), is a linear space, we provide the
following alternative characterization of operators belonging to this class.
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Proposition 2.2. An operator T belongs to (A,B), if and only if there
exist some n € N, Banach spaces Z;, W; and operators S; € A(X, Z;), R; €
B(X,W;),i=1,2,...,n, such that

|Tx) <) (ISl [|Riz]l) for all @ € X. (2.3)
1=1

Proof: The only if part is obvious. In order to prove the converse implication

let
7 = <6_?Z>1 and W = <6?W>1

We define operators S: X — Z and R: X — W_by

S = zn:Jé,Si and R = zn:JmVZRi,
i=1

1=1

where J g : Zi — Z denotes the canonical injection. By lemma 2.1 we obtain

Tz <Y oSl [ Riell) < ¢ (Z ISizll, Y IRifEI) = @(l|5z|, [ Rz]),

which finishes our proof. n

Now it follows from Proposition 2.2 that with operators 11,7 € (A, B),
and numbers A, Ap also {71 + X215 € (A, B),. Hence (A, B),, is an operator
ideal.

From now on, we assume that «, § are quasinorms on A, BB, such that A
and B, respectively, become quasinormed Banach ideals. We now consider
the following maps, which are connected to part (2.2) and (2.3), respectively:
For each operator T" € (A, B), we put

(1)
1(T') = inf p(a(S), B(R)),
where the infimum ranges over all operators .S, R such that inequality
(2.2) holds,

(ii)
Y(T) = inf Z p(al(S), B(R:)),

where the infimum ranges over all n € N and all operators S;, R; such
that inequality (2.3) holds.
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We recall that a mapping o : A — R, (in particular we can consider a
quasinorm) is said to have the ideal property if for V € L(Xy, X),T €
A(X,Y) and U € L(Y,Y)) the following inequality holds

a(UTV) < [[Ulla(T)[[V]]-

Proposition 2.3. Both maps v and 7 possess the ideal property. Moreover,
the map 7 is a norm on (A, B),.

Proof: We prove the first statement only for 4. The proof for 7 is similar.
Let V € L(Xy, X) and U € L(Y,Y)). Let S, R be operators such that

|Tx|| < @(||Szl], [| Rxl])
holds. Observe that
[(UTV)z| < UIT (V)| < [|U|le(|S(Va)][, [[R(V)])
= p(|[[U[[SVz|[, [[[[U[| RV z|).

So S = ||U]|SV and R = ||U||RV are admissible operators in the definition
of y(UTV'). We obtain

VUTV) < pla([UISV), BUIUIRV)) < [[Ullp(a(S), B(R)[V]

Taking the infimum over all operators S and R gives the claim.

We only have to show the triangle inequality in the second statement. For
that reason, let 71,75 € (A, B), and assume that Si,...,S,; Ri,..., R, are
such that

Tl < Y (Sl [|Riz])) and [|Toz|l < ) o(l|Sill, | Rix]))
1=1 t=n+1

for some n < m. Obviously

T + o] <) (1S, || Rixl)).
1=1

We then have

(T +Tz) < Z p(a(S:), B(R:)) + Z p(a(Si), B(R:))

1=1 1=n+1

Turning to the infimum on the right hand side gives the claim. u
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Theorem 2.4. Let p be a submultiplicative function, i.e. there exists constant
c > 0 such that

p(st) < cp(s)p(t) for every s,t € R,.
Assume also that o, B are ideal norms. Then
Y(T) <A(T) < erq(T). (2.4)

In other words, both maps are equivalent provided that the function p is sub-
multiplicative.

Proof: The left hand inequality in (2.4) is obvious. First we prove that the
following inequality holds for any &, n, 7 € R,:

2(&m) < e o (p(1,7)E w(1/7, ). (2:5)
This inequality is equivalent to
U p(1/7, 1)y
§P<_> <cop(l,T)p <—
¢) =PI e
which follows from the submultiplicativity of p by

() <enen (2)

Now let operators S; € A(X, Z;), R; € B(X,W;),i=1,2,...,n be such that

1Tz <Y ol Sill, | Ril])-

i=1
For the proof of the second inequality in (2.4) let us define
B(R:)
a(Si)

&= ||Six|l, mi=||Rix|, 7=

Furthermore, let

n n

7= (@Z)l and W = (@Wi)l.

i=1 1=1
and define S € A(X,Z), R € B(X,W) by

n n 1
S = Zp(n)JéSi and R := Z ;ip(Ti)JmVZRz’-
i=1 i=1
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Then we have

n n 1
ISzl =) pr)lS| and ||Re| =) —p(m) || Rzl

i=1 i=1 !

Using Lemma 2.1 and the inequality (2.5) yields

172 < 3 (ISl [ Re]) Zm,m <o z (o(7) @,_) )
i=1 i—1

< cw(zpm,z%m) = cp(|| Sz, || Rx]).
i=1 i=1 !

Furthermore, we obtain

3

n

p(a(9), <¢(Zp 7)o ,Zp(:)

=1

ﬁ(Rz’))

= Zoz e(1,1) = Z@(@(Si)aﬁ(&)),

which finishes the proof. u

To show the completeness of (A, B), we consider (T,) € (A, B),(X,Y) such
that >~ v(T,) < oo. Our aim is to find an operator T' € (A, B),(X,Y)
such that v (7' — Y1, T;) tends to zero as n — oo. By assumption there are
Banach spaces Z;, W; and operators S;, R; such that || T;x|| < o(||Siz]], || Rix||)
for allz € X. Moreover, we obtain that > °, a(S;) and >_.2; B(R;) are finite.
Put Z = (69?21 Z,')1 and W = (69?21 Wi)l. Now the completeness of A

and B yields

a(S—;S,)mOO and 5( ZR,)W—OSO
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with S = (@;’fl Sl-)l and R = (@fﬁl Si)l. Consequently, we obtain for
T = <@;'31Ti>1 that

(- $m) < o(ofs - Xo5)oo(n- 3om)).

Moreover we have

ZT o < 3 el IRal) < ¢ 3 1Sal. 3 IRal)
i=n+1 1=n+1 1=n+1

= so(H( ZS =, [|(

This shows our assertion.

We have thus proved that if p is submultiplicative then [(A, B),,7] is a
Banach ideal and v is equivalent to the norm 7. We collect the results
obtained so far in the following theorem.

ZR o).

Theorem 2.5. Let ¢ € AC and p : [0,00) — Ry be given by p(s,t) =
sp(t/s). Let A and B be operators ideals. Then (A,B), is an operator
ideal. If, moreover, (A,«a), (B, ) are quasinormed Banach ideals and p is
submultiplicative, then [(A, B),,7] is a Banach ideal where 7 is given by (ii)

Straightforward computation yields the following reiteration property.
Proposition 2.6. Let p, g, 01 € AC. Then
(("47 B)@ov ("47 B)%) (“4 B) ©(po,01)

Proof: Assume that T' € ((A, B),,, (A, B)¢1>¢(Xv Y). Then we find Banach
spaces Z, W and operators Ty € (A, B),(X,Z) and 11 € (A, B),, (X, W)
such that

|1 Tz|| < o(||Tox|, || T1z]]) for all xz € X.

By definition, for T; € (A, B),,(X,Y), i = 0,1, we find Banach spaces Z;, W;
and operators S; € A(X, Z;) and R; € B(X, W;) such that

[Tzl < pilllSizll, [ Riz]])  for all z € X, i=0,1.
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Define S' = Sy @1 .51 and S = Ry @1 R;. By the monotonicity of ¢, ¢y and ¢,
we obtain

[Tzl < (| Tox]], 1 Trz]]) < @ (po(llSoz[l, | Rozl)), o2 (1 Sr]], [ Raz]]))
< ¢ (poll[Szl[, [[ R ]l), pr(lS]l, [ R ]])) -

This shows that T' € (A, B) X,Y), which completes the proof. ]

9007901)(

3. Factoring through interpolation spaces

Let us start this section by recalling some basic notation and results from
interpolation theory. A pair of Banach spaces (Xj, X7) is said to be an in-
terpolation couple (or compatible couple) if both spaces are continuously
embedded into a certain Hausdorff topological vector space V. For an inter-
polation couple (Xj, X1) we put

A(Xo, X1) ={z € XoN Xy : |z]la = max([lzo||x,, [[#1]x,) < o0},
X(Xo, X)) ={r € Xo+ Xi: zlls = _inf {fzollx, + lle1]lx. } < oo}
0Tl

=T

The linear spaces A(Xy, X7) and X(Xy, X7) equipped with the norms || - ||a
and || -||g, respectively are Banach spaces. A Banach space X is said to be an
intermediate space with respect to (Xg, X7) if A(Xo, X7) — X — 3(X, X1)
(continuous inclusion). If additionally for every linear operator 7" : Xy+X; —
Xy + X7 such that the restrictions Ty : Xog — Xy and 77 : X7 — X; are
bounded we have that 7" : X — X is bounded, then we refer X to as
interpolation space with respect to (Xg, X7). Let (X, X7) and (Y, Y7) be
interpolation couples. From now on, the notation 7" : (Xy, X7) — (Yo, Y1)
means that T : 3(Xy, X7) — X(Y, Y1) is a linear operator such that the
restrictions of 1" given by Ty : Xo — X7 and T; : Yy — Y] are bounded. A
functor F from the category of all compatible couples into the category of
all Banach spaces is called interpolation functor (or interpolation method) if
for any couple (X, X7) the Banach space F (X, X1) is an intermediate space
and T : F(Xo, X7) — F (Yo, Y1) is bounded for all couples (Xg, X7), (Yo, Y1)
and any T : (Xo, X1) — (Yo, Y1). The closed graph theorem implies that for
any interpolation functor F there exists a constant C' > 0 such that we have

T : F(Xo, X1) = F(Yp, V1)|| < Cmax (HT : Xo — Y|, |17 : X1 — Y1H)

If C' can be chosen equal to one then we say that F is an exact interpolation
functor. Fundamental examples of the exact interpolation methods are the
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real method of interpolation (-,-)p, with 0 < § < 1 and 1 < p < oo which
takes its origins from the classical Marcinkiewicz theorem and the complex
method of interpolation |-,-]p. The idea of this method goes back to the
Riesz-Thorin theorem.

In the sequel for t > 0 let tR denote the real line R equipped with the
norm ||z||r = t|z|. If F is an exact interpolation functor, its characteristic
function ¢ is defined by

(s, )R = F(sR, tR).

In particular we may work with a function from the class AC. For a com-
patible pair (Xy, X;) of Banach spaces, we define (X, X1),,1 as the space of
all x € X(Xy, X1) for which there exists a sequence (x,) € A(Xp, X7) such
that © = >, in X(Xo, X1) and > o @([|lzallo, |znll1) < co. Equipped
with the norm

lella = int { 3 elllzalo, lealls) : =Y a0}

n>1 n=1

(Xo, X1),,1 becomes a Banach space. It can be shown, that the space (Xo, X1),.1
is an interpolation space. Moreover the interpolation functor (-,-),; turns
out to be exact and ¢ is its characteristic function. In addition, the interpo-
lation functor (-,-),1 possesses a certain minimal property in the following
sense. If F is an arbitrary exact interpolation functor and ¢ is its character-

istic function, then for any Banach couple (Xy, X7) the following inclusion
holds

(Xo, X1)p1 C F(Xo, X1).

In addition, the embedding constant is less than one, i.e the above inclusion
is a contraction. For more information and proofs we refer the reader to [2]
and [3].

In what follows, let X, X; be Banach spaces such that X, — X;. Let us
deal with sequences given by

ap = p(27") and b :=2"p(27%) for k € N.

Next, observe the following basic properties
(i) The sequence (ag) is decreasing.
(ii) The sequence (by) is increasing.
(iii) p(7) < max{1,7} for any 7 € R,.
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For x € X, define the following expressions.

n

u(z) = inf { S ellarllos llzelh) - n=1,2,...; o € Xo; @ = Zxk}.
k=1

k=1
. - X, s
v(z) = inf { ZW(H%HOa [zkll1) : zp € Xo; = Zxk}
k=1 k=1
. - > Xl >
w(z) = inf { max (Z Hakkao,Z |\bk$k|\1) Doap € Xoy T = Zxk}
k=1 k=1 k=1

Observe that any representation x & oo wp with 2 € X such that
either Y02 @(|zkllo, |zxll1) < o0 or Y pe; laxzi|lo < oo is absolutely con-
vergent. All above expressions are norms on X,. The following proposition
tells us that these norms are equivalent provided that the function p is sub-
multiplicative.

Proposition 3.1. If p(st) < cp(s)p(t) for every s,t € Ry then
v(z) <u(z) <cw(r) <2cov(x) for all v € X,.
Proof: The inequality v(z) < u(zx) is trivial.
Let us show that u(x) < ¢ w(x). For that, assume x & > ey o with

x € Xo satisfies > 07 |laxxi|lo < oo and D> oo, |[brak|1 < oco. Given n € N,
define T, = x — >,z € Xj. Since

the sequence (||a,Z,|o) is bounded. Since

0 (0.}
10aZalli < b0 D Nl < Y szl

k=n+1 k=n+1

n n
< anllzllo+ Y aillwrllo < anllzllo + Y llaxzallo.
0 k=1 k=1

is a null sequence, we can, for given € > 0, choose n large enough that

Sp(HaninH(h aninHl) < €.

The submultiplicativity of p implies

t t byt
(s, t) = sp (—) < csp(27F)p (Qk—> =csagp (i> = ¢ p(ags, bit)
S S

arS
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forall s,t >0and k=1,2,....
Hence

) < Y e(llaxllo, lzxlly) + @(IZallo, [1Zalh)
k=1

< e elllarzillo, 1orzrlh) + co(llanZallo, [anll2)

k=1
o0 o0 o0

<c ) ellawzillo, xzill) + ce < cp (Z laxzrllo, > |bk93k|1) +ce
k=1 k=1 k=1

(0.¢] oo
< cmax (Z larzello, Y |bkxk|1> + ce.
k=1 k=1

Since € > 0 was arbitrary, we obtain

u(z) < emax (Z Hakkao,Z |bkxk|1> .

k=1

Taking the infimum on the right side yields
u(x) < cw(x).
Finally, we have to prove that

w(x) <2wv(x) forall z e X,.

So assume z = oo with o, € Xo and > oo o(llzello, [|zkll1) < co. As
already observed, this implies the convergence of > 7 ||zx|/1. Let

Ly ={k e N: 2"[|zyly < [Jarllo < 2" [lanli}-
Since ||zilli < ||7gllo, we have U,~qln = N. Set y, = > o, 2. Then
x 2% . Now, it follows that

Zl\anyn\lo < ZZ lp(2™") ko = 2290 lz&[lo, 27" lzk[lo)

n=0 kel, n=0 kel,

< Z > ellallo; 2zl <2 ellzallos llzall):

n=0 keI, k=1
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Consequently we obtain

D byl <D0 2% el = D Y o ks [lxlh)
n=0

n=0 kel, n=0 kel,
<> > ellallos llzll) = > elllzxllo, llxlh)-
n=0 kel, k=1
Altogether
o o0 (0.9]
w(z) < max (Z lanynllo: Ibnynh) <2 @llzxllo, llwxlh)-
n=0 n=0 k=1
Turning to the infimum on the right hand side yields the claim. u

We generalize now a result obtained by U. Matter, see [10, Theorem A].

Theorem 3.2. Let T € L(X,Y), S € L(X,Z) be such that
| Tz|| < @(||Sz|, ||x||) holds for all x € X.

Let ker(S) denote the kernel of S. Moreover, let p be submultiplicative. Then
there exists an operator D : (X/ker(S),Z),1 — Y such that the operator
T factors as follows: T = DJ,Q, where Q) and J, denote the canonical
quotient map X — X/ker(S) and the continuous embedding X/ ker(S) —
(X/ker(S), Z),1, respectively. In other words, the following diagram com-
mutes:

X s Y

JQ D
X/ ker(S) —2 (X/ker(S), Z)yn

Proof: Consider the canonical factorization of S

S X -% X/ker(S) =2 Z.
By (2.2) we have ker(.S) C ker(T'). This implies that T factors as follows
X % X/ ker(S) 2 X/ ker(T) 25 v,
We may write T = TQ, where T = Ty P. Furthermore, from (2.2) we obtain
IT%]| < o(||SZ], |7]) for all ¥ € X/ ker(S).
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For ¥ € X/ker(S) with ¥ = >_7_; T}, we have

ITZ <D ITa] <D oIS, 7).
k=1 k=1

Proposition 3.1 ensures that there exists a constant C' > 0 such that
ITz]| < |2l pn

Define Dy : X/ker(S) — Y, Dy(%) := T7. By density we may extend the
operator Dy to a continuous map D : (X/ker(S),Z),1 — Y. Of course
T = DJ,Q. .

4. (p, p)-absolutely continuous operators

Our goal in this section is to investigate some important examples of the
interpolative construction introduced in Section 2. We begin by reviewing
some of the needed results on absolutely p-summing operators. Suppose that
1 < p < oo. Recall that an operator T € L(X,Y) is said to be abso-
lutely p-summing or just p-summing, if it takes weak ¢,-sequences (z,) of X
(i.e. ((wp,2)) € ¢, for all 2’ € X') to strong ¢, sequences (Tx,) of Y (i.e.
(| Tzy,||) € £,). In fact T is p-summing if and only if there exists a constant
C such that for any choice of n € N and z1,...,2, € X,

(zn:HTxiny/p < C sup <zn:|<xi’x,>‘>1/p.
= i=1

I/eBxl

The least constant C' for which the above inequality holds is denoted by
mp(T). The class of p-summing operators endowed with the norm , con-
stitutes an injective maximal Banach ideal denoted by [II,, m,]. The funda-
mental characterization of p-summing operators developed by A. Pietsch (see
[13]) may be formulated as follows. An operator T' € L(X,Y) is p-summing
if and only if there exist a constant C' > 0 and a regular probability measure
it on By such that for each x € X

e <c( [ o) paua) "

b &

By applying the definition of (A, B), to ideals [A, | = [II,, m,] and [B, 8] =
[L, || - ||]] we may consider the Banach ideal [II, ,, 7, ] := [(IL,, £),,7] of all
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(p, )-absolutely continuous operators. By Theorem 2.4, the ideal norm 7,
is equivalent to

(1) = it {p(my(S), A) + [Tz} < p([[Szl, Allx]))},

provided that p is submultiplicative. The subsequent result characterizes
(p, p)-absolutely continuous operators by a special factorization property
through a suitable space given by the interpolation method (-, ), 1.

Theorem 4.1. Let p be submultiplicative. For every operator T € L(X,Y),
the following statements are equivalent

(i) T is (p, p)-absolutely continuous.
(ii) There exist a probability measure pn on Bx: and a constant C' > 0 such
that
ITz| < e(Cll Ty, [[z]]),  for every = € X,

where J, + X — L,(u) is the restriction of the canonical map J, :
C(Bx') — Ly(p) and is given by x — (z,-).
(iii) There exist a probability measure p on Bx/, a constant C' > 0 and

an operator R : (X/ker(J,), Ly(11))p1 — Y such that |R|| < C and
T =RJ,,Q. In other words, the following diagram commutes:

L Y

X
o d
X/ ker(J,) 255 (X/ker(J,), Ly())o

Proof: The equivalence of (7) and (i7) follows immediately from the definition
of (p, p)-absolutely continuous operators and the Pietsch factorization theo-
rem for p-summing operators. For a proof of the implication (éii) to (i) ob-
serve that the continuous embedding ju : X/ ker(J,) — Ly(p) is p-summing.
This fact together with the properties of interpolation norms shows that
the embedding J, ,, : X/ ker(J,) — (X/ker(J,), L,(1t)),1 is (p, p)-absolutely
continuous. We finally show (ii) = (iii). By assumption there is a probabil-
ity measure 1 on Bys such that

IC™'Ta]| < (|| Juzll, |zll) for all = € X.

Thus by setting Z = L,(u) and S = J,, and applying Theorem 3.2, we obtain
that C~'T = DJ, ,Q for a suitable operator D : (X/ker(.J,), Ly,(1))p1 — Y.
Finally the operator R = C'D possesses the desired properties. u
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5. Applications to approximation quantities and entropy
numbers

We start with the introduction of some basic notation for approximation
quantities and entropy numbers of linear operators between Banach spaces.
Given a closed linear subspace M of X, the inclusion mapping of M into X
will be denoted by J3. The k-th Gelfand number of T € L(X,Y) is given
by

cr(T) = inf{||TJY|| : M C X and codimM < k}.

The k-th entropy number of a bounded set M C X is defined as

k
ex(M) = inf {8 > 0| dxy,...,x; € X such that M C U(xz —|-EBX)}.
i=1

Furthermore the k-th inner entropy number of a bounded set M C X is given
by
or(M) = sup {p > 0| dxy,...,xp € M such that ||z; —xi|| > 2p for ¢ # k}

For an operator T € L(X,Y") between Banach spaces we put
en(T) = en(T(Bx)) and  on(T) = on(T(Bx)).
Moreover, we study the quantities
en(T) = e21(T) and  fo(T) = o (1),

called dyadic entropy numbers and inner dyadic entropy numbers, respec-
tively. For any operator T' € £L(X,Y’) we have

fu(T) < en(t) < 2fu(t). (5.1)

The speed of convergence to zero of a sequence of entropy numbers measures
"quality” of compactness of the operator under consideration.

Throughout this section we use symmetric quasi Banach sequence spaces.
By this term we mean a quasi Banach space E consisting of scalar sequences
such that ||(z,)||lg = ||[(z})||g. To avoid trivial cases we assume that E

contains a sequence with full support. For arbitrary Banach spaces X,Y we
define

LOXY)={T e L(X,Y): (s(T)) € E}
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with s = ¢ or s = e. The above linear space equipped with the quasi-norm
defined by

17151 = [|(sa(T)) |

becomes a quasi Banach operator ideal.
More information on entropy numbers and approximation quantities may
be found in [8] and [4].

Lemma 5.1. If T € L(X,Y), Se€ L(X,Z) and R € L(X,W) are such that
(2.2) holds then

Cnpm-1(T) < p(cn(5), cm(R)). (5-2)
Proof: For given € > 0 we may choose subspaces M and N of X such that
ST < (14 ¢€)en(S) and  codim(M) < n,
IRJx || < (1+&)ep(R) and  codim(N) < m.
Define L := M N N. It is easy to verify that
codim(L) < codim(M) + codim(N) < m +n — 1.
Using the above inequality we obtain

enim-1(T) < |TJE | = sup [(TJ7)z]| < sup o([[(STipzll, [[(RIx)z])

] <1 ] <1
< (14 ¢)@(en(S), em(R)).
Letting ¢ — 0 we conclude that (5.2) holds. |

Using a similar argument as in [13] we obtain the following inequality for
dyadic entropy numbers.

Lemma 5.2. If T € L(X,Y), S€ L(X,Z) and R € L(X,W) are such that
(2.2) holds then

entm-1(T) < 2¢(en(S), em(R)). (5.3)

Proof: Suppose that g > e,(5) and 01 > e, (R). Then we find z1,...24,, € Z
and wy, ...w, € W with

S(BX C U{Zh+OOBZ} and RBX U{wh+01Bw}
h=1
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respectively, and gy < 2"7! ¢ < 2™71. For given xy,...,7, € By with
p > 20m=1)=1 we define

1, = {Z . Sx; € 2, —I-O'()Bz}.

Since > P, card(I}) > p > qoqr, we have card([y,) > ¢ for some hy. Hence
there exist ¢, j € I, such that Rz; and Rx; belong to the same wy, + o1 By .
This means that

|Sz; — Sz;|| <209 and ||Rz; — Rxj|| < 207.
Thus we obtain
[Tz — Tz < 2¢(00, 01).
By (5.1) we obtain
en—i—m—l(T) S 2fn+m—1(T) S 290(007 01)-

Since this is true for arbitrary oy > e,(S) and o1 > e,,(R), this completes
the proof. m

Let FE, Fy, E1 be quasi normed sequence spaces. The function ¢ is said
to be (E, Ey, F1)-regular, if for every non-decreasing, positive sequences ()
and (t,,) the following inequality holds

st < @ (sl I, ). (5.4)

Example. In case when E = (,, Ey = {,, and Ey = (, with 1/p = (1 —
0)/po+0/p1 and (s, t) = s for 0 < § < 1 the above condition becomes
the Hlder inequality.

Im summary we can state the following result which generalizes results
obtained by H. Jarchow and U. Matter in [7].

Proposition 5.3. Let ¢ be a (E, Ey, Ey)-reqular function. Then
(e 2) < et

and

(. cil) <L
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Proof: We give the proof only for the case of Gelfand numbers. The entropy
number case is similar. Let us assume that ¢ is a (E, Ey, F1)-regular function.
Then using Lemma 5.1 and Inequality (5.4) we obtain

[(ea(TDIIE < || (p(en(S)s en(R))) [IE < o (ll(en(SNIE: (el R))IE,)-
This completes the proof. u
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