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ABSTRACT: In this paper, we present a new algorithm for solving the multi-objective shortest path problem (MSPP) which consists of finding all the non-dominated paths between two nodes $s$ and $t$ (ND $s$-$t$ paths), on a network where a multiple criteria function is defined over the set of arcs. The main feature of the algorithm is that, contrarily to the previous most efficient approaches for the MSPP, not all of the ND sub-paths on the network need to be found. Additionally, the algorithm fully exploits the fact that ND $s$-$t$ paths are generated at a very early stage of the ranking procedure. The computational experience reported in the paper shows that, for large size general type networks, the new algorithm clearly outperforms the labelling approach.
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1. Introduction

The multi-objective shortest path problem (MSPP) is a generalization of the shortest path problem where a $k$-dimensional vectorial cost ($k \geq 2$) is assigned to each arc of a network denoted by $G = (N; A; c)$, where $N = \{1, \ldots, n\}$ is the set of nodes (or vertices) and $A \subset N \times N$ is the set of arcs. Hence, in the case of the MSPP, one deals with $k$ criteria and aims to find a path linking one node $s$ (source) to another node $t$ (sink), with the minimum value for all of the criteria. However, in general, such an ideal solution does not exist and solving the MSPP turns out to finding non-dominated paths from $s$ to $t$, i.e. paths for which it is not possible to improve one criterion without worsening another one.

The MSPP was first proposed by Vincke [23] and, later, Hansen [10] proved that, in the worst case, the number of non-dominated paths may increase exponentially with the number of nodes. Some researchers have tried to
overcome this obstacle by defining a mono-criterion function that involves all of the criteria as is the case of the weighted sum method (Mote et al., [14]) or the min-max utility function (Murthy and Her, [15]). A different approach is proposed by Clímaco et al., [4], where an interactive searching procedure is presented in order to capture the decision maker preferences.

A natural method for determining the complete set of non-dominated paths consists of generalizing the labelling procedure that has proved to be quite efficient for the mono-criterion shortest path problem. In fact, several algorithms have been presented in the literature following this approach (Hansen [10], Vincke [23], Martins [11], Paixão and Santos [12]).

Let us recall that, for the mono-criterion case, the labelling method consists of assigning a label to each node $i$ of the network with the cost of the incumbent best path from the source $s$ to $i$ (Ahuja et al., [1]). Each iteration, the labels are updated accordingly to one of two techniques known as, respectively, label correcting and label setting. The latter corresponds to scanning the labels in such way that at least one label becomes permanent and the algorithm stops when the node $t$ gains a permanent label. This means that the shortest path from $s$ to $t$ may be obtained without requiring the computation of the shortest path from $s$ to all the other vertices of the network. However, that is no longer true when this technique is adopted for the multi-criteria case. Actually, finding the full set of non-dominated paths from $s$ to $t$ requires the determining of all non-dominated sets from to $s$ to each node of the network.

The labelling algorithm was generalised for the MSPP by Hansen [10] (bi-objective label correcting version), Vincke [23] (bi-objective label setting version) and Martins [11] (label setting version for more than 2 criteria). Briefly, the procedure assigns the zero label to the initial node and, iteratively, expands the search tree from all the outgoing arcs associated with a specific label. This label is selected by following a pre-defined label/node policy and accordingly to the adopted label correcting/setting version. As the number of non-dominated paths is unknown beforehand, the algorithm stops when the search tree cannot be expanded any further. In this case, one has computed the set of non-dominated path from the initial node $s$ to all the other nodes of the network.

Recently, Paixão and Santos [12] proposed a new labelling algorithm based on a deviation path procedure for selecting the label for ”expansion” at each
iteration. That leads to the speeding-up of the generation of non-dominated paths but the stopping condition for the algorithm could be not improved.

A different kind of algorithm was proposed by Martins [5, 6] for the bi-objective shortest-path problem. Taking into account this specific case, paths from $s$ to $t$ are enumerated by value for the first objective function until the shortest path in the second criteria is obtained using the ranking procedure described in Azevedo et al. [2]. Although for this case there is not the requirement for computing the shortest paths from $s$ to every vertex in the network, the algorithm proved to be not competitive since the non-dominance test was performed only at the terminal node $t$. A generalisation of this technique for $k > 2$ was also done for acyclic networks by Azevedo and Martins [3]. Later, Santos [20, 21] proposed a new upper bound for the stop ranking condition, reducing the number of path to be determined. Deviation path procedures (Martins et al. [13]) were also studied to rank paths for the multi-objective shortest path problem, allowing performing the dominance test on the intermediate nodes of the path ([22]).

In Section 3 of this paper, we describe a new algorithm for the general multi-objective shortest path problem based on the label and deviation path algorithm proposed in [12] and consisting of an enhancement on the algorithm proposed in [22]. The definitions and notation required for the comprehension of the contents are given in Section 2 and the computational experience results with the algorithm are shown in Section 4. Final remarks and conclusions are summarized in the last section of the paper.

2. Definitions and notation

A network is denoted by $G = (N, A, c)$, where $N = \{1, \ldots, n\}$ is the set of nodes (or vertices) and $A \subset N \times N$ is the set of arcs. Each arc $a \in A$, $a = (i, j)$, has a tail ($\text{tail}(a) = i$) and a head ($\text{head}(a) = j$) node. Let $k$ be the number of criteria with the corresponding $k$ dimensional vector cost assigned to each arc:

$$
c : A \longrightarrow \mathbb{R}^k
$$

$$(i, j) \longmapsto c(i, j) = c_{i,j} = (c^1_{i,j}, \ldots, c^k_{i,j}).$$

A path $p$, from the vertex $i$ to $j$, is an alternating sequence of nodes and arcs of the form $p = \langle v_0, a_1, v_1, \ldots, a_r, v_r \rangle$, where:

- $v_\ell \in N, \forall \ell \in \{0, \ldots, r\}$;
- $v_0 = i$ and $v_r = j$;
• \( a_\ell = (v_{\ell-1}, v_\ell) \in A, \forall \ell \in \{1, \ldots, r\} \).

The set of all paths from \( i \) to \( j \) is denoted by \( P_{i,j} \), and \( P_G \) represents the set of all paths in the network, that is \( P_G = \bigcup_{i,j \in N} P_{i,j} \). A cycle is a path with non repeated vertices except the initial and terminal ones which are coincident, that is \( v_0 = v_r \).

With no loss of generality, we consider that \( N \) has an initial node \( s \) and a terminal node \( t \) such that:

• for any arc \( a \in A \), \( \text{tail}(a) \neq t \) and \( \text{head}(a) \neq s \);
• for any \( i \in N - \{s, t\} \), \( P_{s,i} \neq \emptyset \) and \( P_{i,t} \neq \emptyset \).

In order to simplify the notation, \( P \) will be used instead of \( P_{s,t} \). Multiple arcs (arcs with the same pair of head and tail nodes) are not allowed. As a consequence, a path \( p \) can be simply denoted by the sequence of its nodes, \( \langle v_0, v_1, \ldots, v_r \rangle \). The vectorial objective function \( f \) is defined by

\[
 f : P_G \longrightarrow \mathbb{R}^k \\
p \longmapsto f(p) = (f_1(p), \ldots, f_k(p)),
\]

where \( f_\ell(p) = \sum_{(i,j) \in p} c_{i,j}^\ell, \forall \ell \in \{1, \ldots, k\} \).

Now, let us recall that, for the MSPP, one looks for the set of non-dominated paths from \( s \) to \( t \) defined as follows:

**Definition 1.** Let \( a \) and \( b \) be two elements of \( \mathbb{R}^k \). Then, \( a \leq_{\mathbb{R}^k} b \) (\( a \) is less than or equal to \( b \)) if and only if

\[
 a_\ell \leq b_\ell, \forall \ell \in \{1, \ldots, k\}.
\]

**Definition 2.** Let \( p \) and \( q \) be two paths of \( P_{i,j} \). We say that \( p \) dominates \( q \) or \( q \) is dominated by \( p \) (\( p <_D q \)) if and only if

\[
 f(p) \neq f(q) \text{ and } f(p) \leq_{\mathbb{R}^k} f(q).
\]

**Definition 3.** Let \( p \) be a path in \( P_{i,j} \), \( i,j \in N \). If there is no path \( q \in P_{i,j} \) such that \( q <_D p \), then \( p \) is called a non-dominated (efficient or Pareto optimal) path. The set of non-dominated paths from \( i \) to \( j \) is denoted by \( \bar{D}_{i,j} \) and \( \bar{D} \) will be used for \( \bar{D}_{s,t} \). We will use \( \bar{D}_s \) to denote \( \bigcup_{i \in N \setminus \{s\}} \bar{D}_{s,i} \).

Note that \( \leq_{\mathbb{R}^k} \) is not a total order relation in \( \mathbb{R}^k \) and, therefore, does not allow the full ranking of the paths in the network. Nevertheless, this may be achieved by considering a total order relation \([9]\) as the following one:
Definition 4. Let \( a \) and \( b \) be two elements of \( \mathbb{R}^k \). Then, \( a \) is lexicographically less than or equal to \( b \) (\( a \leq_{\text{lex}} b \)) if and only if
\[
a = b \text{ or } (\exists x \in \{1, \ldots, k\} : a_x < b_x \text{ and } a_y = b_y, \forall y < x).
\]

Let us remark that \( \leq_{\text{lex}} \) yields the setting up of preference levels amongst the criteria. For instance, considering the lexicographic order means that top preference is given the first objective; only in the case of a tie, the second criterion is used for the ranking, and so forth. Also, note that a total of \( k! \) lexicographic order relations can be defined by permuting the priority levels with the corresponding of the paths defined as follows:

Definition 5. Let \( a, b \) be two elements of \( \mathbb{R}^k \) and \( \Delta = (\delta_1, \ldots, \delta_k) \) a permutation of the elements in \( \{1, \ldots, k\} \), where \( \delta_i \) indicates the \( i \)-th criterion to be analyzed in the lexicographic order. Then, \( a \) is \( \Delta \)-lexicographically less than or equal to \( b \) (\( a \leq_{\Delta-\text{lex}} b \)) if and only if
\[
a = b \text{ or } (\exists x \in \{1, \ldots, k\} : a_{\delta_x} < b_{\delta_x} \text{ and } a_{\delta_y} = b_{\delta_y}, \forall y < x).
\]

Definition 6. Let \( p \) and \( q \) be two paths of \( P_{i,j} \) and \( \Delta = (\delta_1, \ldots, \delta_k) \) a permutation of the elements in \( \{1, \ldots, k\} \). Then,
\[
p \leq_{\Delta-\text{lex}} q \iff f(p) \leq_{\Delta-\text{lex}} f(q).
\]

The following Lemma will be crucial for the correctness of the algorithm.

Lemma 1. Let \( \Delta = (\delta_1, \ldots, \delta_k) \) be a permutation of the elements in \( \{1, \ldots, k\} \). If \( p, q \in P_{i,j} \) and \( p <_D q \), then \( p \leq_{\Delta-\text{lex}} q \).

Proof: By definition of \( p <_D q \), \( f(p) \neq f(q) \) and \( f_{\ell}(p) \leq f_{\ell}(q), \forall \ell \in \{1, \ldots, k\} \). On the other hand, considering a permutation \( \Delta \) and defining \( \ell' \in \{1, \ldots, k\} \) as the first index for which \( f_{\delta_{\ell'}}(p) \neq f_{\delta_{\ell'}}(q) \) we obtain \( f_{\delta_{\ell'}}(p) < f_{\delta_{\ell'}}(q) \). Consequently, \( p \leq_{\Delta-\text{lex}} q \).

Note that, the resulting sequence of paths obtained with a ranking procedure using an order \( \leq_{\Delta-\text{lex}} \) is similar for permutations \( \Delta \) and \( \Delta' \) where \( \delta_1 = \delta'_1 \). Thus, we define the lexicographic order in the \( r \)-th objective (\( \leq_{\text{lex},r} \)) as a \( \Delta \)-lexicographic order where \( \delta_1 = r \).

3. The new algorithm

As mentioned earlier in this paper, the weak point of the labelling algorithm for the MSPP is related to the need of computing the full set \( \bar{D}_s \) in order to know the set \( \bar{D} \) of the non-dominated paths from \( s \) to \( t \). In a previous work,
we show that a significant portion of \( \bar{D} \) may be found by ranking only a few number of \( s-t \) paths. In this paper, we combine the ranking path and the labelling strategies using the L&DP algorithm [12] for each criterion with a stop ranking condition studied in [22].

The rationale for the new algorithm is the following: if \( p \) is a path from \( s \) to \( t \), then for every path \( q \in \bar{D} \) there exists at least one criterion \( i \in \{1, 2, \ldots, k\} \) such that \( f_i(q) \leq f_i(p) \). Now, suppose that one ranks the \( s-t \) paths by the corresponding value for criterion \( i \). It is clear that the ranking procedure, for that criterion, should stop whenever such value becomes greater than \( f_i(p) \).

Hence, the stop ranking condition can be defined by a vector \( v \in \mathbb{R}^k \) where the \( v_i \) component establishes an upper bound for the value of \( f_i \) in the ranking procedure for the \( i \) criterion. This vector may be computed before carrying out the ranking procedure (sequential version) or can be dynamically computed during the ranking (parallel version). Next, we describe both versions where \( p^j_i \) means the \( j \)-th \( s-t \) path found by the L&DP procedure when \( \leq_{\text{lex},i} \) is used and \( W^i \) denotes the set of ND paths from \( s \) to \( t \) computed by the L&DP procedure (\( i \in \{1, \ldots, k\} \)). In this work, we have used the permutation \( \Delta = (r, 1, \ldots, r-1, r+1, \ldots, k) \) for the lexicographic order in the \( r \)-th objective (i.e., \( \leq_{\text{lex},i} \)).

3.1. Sequential version. As said above, in this version, \( v \) is computed before starting the ranking procedure as the objective value for a particular ND \( s-t \) path. In this work, we use the path, denoted by \( p^*_{\text{sum}} \), that minimizes \( \sum_{i=1}^{k} f_i(q) \) over \( P \) which can be easily computed by a mono-criteria shortest path algorithm. Consequently, any \( s-t \) path \( p \) for which \( f(p) \in S = \{ w \in \mathbb{R}^k : v \leq_{\mathbb{R}^k} w \} \backslash \{v\} \) is dominated by \( p^*_{\text{sum}} \). Therefore, we only need to determine paths \( p \) where \( f(p) \not\in S \); i.e. for which \( f_i(p) < v_i \), for some \( i \in \{1; \ldots; k\} \). Additionally, we also need to find path which \( f(p) = v \), if one aims to find all of the paths with a value less than or equal to \( f(p*\text{sum}) \).

In Algorithm 1, we report the pseudocode for the sequential version of the new algorithm for finding all the paths verifying \( f_i(p) \leq v_i \), for some \( i \in \{1; \ldots; k\} \). Basically, the procedure iterates over the \( k \) criteria determining for each one of them the set of paths \( W^i \). Note, now, that some ND dominated paths can be found for more than one criterion. In order to avoid repetition of those paths, the step 3.5 restricts the inclusion in \( \bar{D} \) to the paths \( p \) found in the \( i \)-th ranking for which \( f_\ell(p) > v_\ell, \forall \ell < i \).
### Algorithm 1: sequential version of the new algorithm.

The next results validate the Algorithm 1 and show that \( v = f(p) \) for any \( p \in \bar{D} \) is a feasible choice for the stop ranking condition set at step 1.

#### Lemma 2.
Let \( p \) be a path from \( s \) to \( t \) in \( G \). Then, every path \( q \in \bar{D} \) verifies \( f_r(q) \leq f_r(p) \) for some \( r \in \{1, \ldots, k\} \).

**Proof:** If the statement is not true, there will exist a path \( q \in \bar{D} \) such that \( f_r(q) > f_r(p) \) at all criteria. Consequently, \( p <_D q \) which contradicts the hypothesis. \( \square \)

#### Corollary 1.
At the end of the algorithm 1, \( \bar{D} = \bigcup_{i=1}^{k} W^i \).

**Proof:** Let \( p \) be the path from \( s \) to \( t \) chosen by Algorithm 1 and let \( q \in \bar{D} \). Lemma 2 asserts that there is, at least, one \( r \in \{1, \ldots, k\} \) for which \( f_r(q) \leq f_r(p) \) and then \( q \in W^r \). On the other hand, if there is a path \( p \in W^r \), for some \( r \in \{1, \ldots, k\} \), such that \( p \notin \bar{D} \) then there will be a path \( q \) dominating \( p \). Therefore, \( f_r(q) \leq f_r(p) \) and \( q \) should be found in the ranking procedure using \( \leq_{lex,i} \) contradicting the fact of \( p \in W^i \). \( \square \)

### 3.2. Parallel version.
In the parallel version, each component \( v_i \) of \( v \) is updated during the ranking procedure with the largest value of \( f_i(p) \) over the set of \( s-t \) paths that have been ranked up to that moment by the \( i \)-th criterion. Consequently, \( v \) usually does not correspond to the \( f \) value for a \( s-t \) path but, on the other hand, one has \( v \leq_{\mathbb{R}^k} f(p) \) for all unranked path. That means that \( v \) is a lower bound in the space of the criteria for the value of \( f \) over all \( s-t \) paths that have not been determined up to that instant. Therefore, if at some step of the algorithm we find a ND \( s-t \) path \( q \) satisfying...
\( f(q) \neq v \) and \( f(q) \leq_{\mathbb{R}^k} v \), then all the unranked path will be dominated and the algorithm stops. This version of the new algorithm is summarised in Algorithm 2. Here, steps 4 and 5 avoid the repetition of ND paths computed on different rankings.

\[
\begin{align*}
\text{step 1: } & v \in 0_{\mathbb{R}^k} \\
\text{step 2: } & j \leftarrow 0 \\
\text{step 2: } & \text{allNDfound } \leftarrow \text{FALSE} \\
\text{step 3: } & \text{repeat} \\
\text{step 3.1: } & j \leftarrow j + 1 \\
\text{step 3.2: } & \text{for } i = 1 \text{ to } k \text{ do} \\
\text{step 3.3: } & \text{Compute } p^i_j \text{ using } \leq_{lex,i} \\
\text{step 3.4: } & v_i \leftarrow f_i(p^i_j) \\
\text{step 3.5: } & \text{if } \exists q \in W^i: f(q) \neq v \text{ and } f(q) \leq_{\mathbb{R}^k} v \\
\text{step 3.6: } & \text{allNDfound } \leftarrow \text{TRUE} \\
\text{endfor} \\
\text{until allNDfound } = \text{TRUE} \\
\text{step 4: } & \bar{D} \leftarrow \emptyset \\
\text{step 5: } & \text{for } i = 1 \text{ to } k \text{ do} \\
\text{step 5.1: } & \bar{D} \leftarrow \bar{D} \cup \{ p \in W^i : f_i(p) \leq v_i \text{ and } f_\ell(p) > v_\ell, \forall \ell < i \} \\
\text{endfor}
\end{align*}
\]

Algorithm 2: parallel version of the new algorithm.

The correctness of the Algorithm 2 is assured by the next results.

**Lemma 3.** Let \( v \) be a vector of \( \mathbb{R}^k \) for which the set \( S = \{ w \in \mathbb{R}^k : v \leq_{\mathbb{R}^k} w \} \) contain the cost of all unranked s-t paths. If there is a s-t path \( p \) for which \( f(p) \) dominates \( v \) then all ND s-t paths have been obtained by the algorithm.

**Proof:** Let \( p \) be a path from \( s \) to \( t \) for which \( f(p) \) dominates \( v \). Then, \( f(p) \neq v \) and \( f(p) \leq_{\mathbb{R}^k} v \ugg \leq_{\mathbb{R}^k} f(q) \) for all paths \( q \) verifying \( f(q) \in S \). Consequently, \( p \) dominates all unranked s-t paths. \( \square \)

**Corollary 2.** At the end of the algorithm 2, \( \bar{D} = \bigcup_{i=1}^k W^i \).

**Proof:** Let \( q \) be a ND s-t path. By lemma 3, at the end of the algorithm 2, \( q \) was determined. Consequently, \( f(q) \notin S \), i.e., there is, at least, one \( r \in \{1, \ldots, k\} \) for which \( f_r(q) \leq f_r(p) \) and then \( q \in W^r \). On the other hand, similarly as was proved in Corollary 1, \( \bigcup_{i=1}^k W^i \subseteq \bar{D} \). \( \square \)
Finally, let us mention that the L&DP algorithm was carried out with other orders different from the lexicographic one obtaining a better performance [12]. However, it can be proved that only the lexicographic order is able to define an upper bound for the ranking procedure [22].

4. Computational experience

In this section, we report the computational experiments carried out in order to assess the performance of the new algorithm proposed in this work. As benchmark code, we used the public version of the label correcting algorithm (with fifo data structure) available at [19]. The most efficient versions for the labelling algorithm [16] were also considered for the assessment of the new method. The computational results were obtained by running the codes on a Intel(R) Pentium(R) 4 CPU 3.00GHz personal computer with 512 MB RAM and 1 MB cache size at the Laboratory for Computational Mathematics of Centre for Mathematics of the University of Coimbra. The codes are written in C language and compiled using the ”cc” compiler of Linux system (Suse 9.3 version) without any optimization option.

The two versions of the new algorithm (newP - parallel version, newS - sequential version) were implemented using a heap [1] and a Dial [7, 8] data structure. For the label setting algorithm, we ran the codes reported in [12] as having a better performance: the labelling and deviation path algorithm (L&DP) and the label setting algorithm (LS), both using a heap and Dial data structure. We also considered the classical versions of the label correcting (LC) algorithm - with deque [17, 18] and fifo [1] data structures - with a better performance based on the results presented in [12, 16].

As summarised in the Table 1, a total number of 11 codes were tested for a set of large size instances for three different types of network (random, complete and grid) with the costs for the arcs randomly generated in the interval [1,1000] using a uniform distribution. Table 2 reports the main features for each class of problem defined by the type of network and the corresponding dimensions - number of vertices (n), density (d= ratio between the number of arcs and the number of nodes) and number of criteria (k). Note that we tried out 50 instances for each class of problems and columns ND (number of non dominated paths) and rotND (number of non dominated labels) show average values for those indicators. Also, the average CPU time (in seconds of a ) consumed by the public code for solving each instance within each class of problem, is shown in the last column of Table 2. The
instances tested in this work are the largest ones considered in [12] and available on-line at [19].

Now, let us remark that we were able to solve all of the instances with all of codes but the parallel version of the new algorithm. Actually, due to exceeding a time limit of 600 secs or to producing more than $2 \times 10^6$ labels, newP could not produce a solution for almost half of the test instances for classes CompK and GridK, and for a much more reduced percentage (10%) of the class GridN instances.

Table 3 reports, for each code, the ratio relatively to the public code, in terms of computing time required for solving the instances. This ratio indicates how many times a code is faster (ratio < 1) or slower (ratio > 1) than the public code. From that table one can conclude that the parallel version of the new algorithm is not competitive with the sequential one. In addition, the sequential version of the new algorithm is much faster than the labelling ones - 20 to 50 folds faster than the public code for the random type networks; 4 to 5 folds faster for the complete networks. On the other hand,
the new algorithm is slower than the labelling one (2 to 3 times slower than the public code) for the grid network instances.

Finally, Table 4 shows the average number of labels determined by each code to solve the instances proposed. From there, one may conclude that the stop ranking condition in the new algorithm is more effective for the sequential version than for the parallel one (reflecting the higher performance of the sequential version). Moreover, we can also see that the stop ranking condition allows to avoid the computation of a large number of labels that have to be determined by the labelling algorithm, when dealing with random or complete networks. On the other hand, the opposite scenario occurs on grid networks.

It should be noted that all versions of the labelling algorithm are very effective in the computation of $\bar{D}_s$. In fact, more than 90% of the total number of labels generated by the labelling algorithm are ND ones (confront Table 4 with the rotND column in Table 2). However, as the number of ND $s$-$t$ paths is unknown beforehand the labelling algorithm has to determine the whole set $\bar{D}_s$ to make sure that $\bar{D}$ is obtained.
**Figure 1.** Conversion factor on the CPU time for each algorithm relatively to the public code.

**Figure 2.** Conversion factor from rotND to the number of labels computed by each algorithm.
5. Conclusion

In this paper, we propose a new algorithm for finding the set of ND $s$-$t$ paths based on ranking paths procedure. The algorithm makes use of a stop ranking condition which allows to determine the entire set of ND $s$-$t$ paths ($\bar{D}$) without requiring that all the ND paths starting at the initial node $s$ ($\bar{D}_s$) have to be computed. Two versions of the new algorithm were analyzed: sequential and parallel. However, the last one was not competitive when confronted with the sequential version.

The sequential version of the new algorithm showed to be much faster than the several versions for the labelling algorithm (L&DP, LS and LC), for solving random and complete network instances. In fact, as exhibited in Figure 1, the average reduction factor on the CPU is quite impressive for the class of randomly generated problems with a larger number of criteria (RandK). Even for the complete network instances the average reduction factor on the CPU time is circa 5.

The improvements obtained for the randomly generated networks are clearly explained by the effectiveness of the stop ranking condition producing, as shown in Figure 2, a considerable reduction on the number of labels determined by the new algorithm. Concerning to the complete network instances, the new algorithm benefits from the well identified drawback for the labelling procedures which comes from the need of computing all of the non-dominated paths from $s$ to every vertex in the network. For the grid network instances, the labelling algorithm proved to be the best procedure with particular advantage for the label correcting version.
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