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ABSTRACT: In this work we give an interpretation of a (s(d + 1) + 1)-term recur-
rence relation in terms of type II multiple orthogonal polynomials. We rewrite this
recurrence relation in matrix form and we obtain a three-term recurrence relation
for vector polynomials with matrix coefficients. We present a matrix interpretation
of the type II multi-ortogonality conditions. We state a Favard type theorem and
the expression for the resolvent function associated to the vector of linear function-
als. Finally a reinterpretation of the type II Hermite-Padé approximation in matrix
form is given.

KEYWORDS: Multiple-orthogonal polynomials, Hermite-Padé approximants, block
tridiagonal operator, Favard type theorem.
AMS SUBJECT CLASSIFICATION (2000): Primary 33C45; Secondary 39B42.

1. Introduction

Multiple orthogonal polynomials are a generalization of orthogonal poly-
nomials in the sense that they satisfy orthogonality conditions with respect
to a number of measures. Such polynomials arise, in a natural way, in the
study of simultaneous rational approximation, and in particular for the study
of Hermite-Padé approximation for a system of d € Z" Markov functions
(see [12]). In this way, multiple orthogonal polynomials are intimately re-
lated to Hermite-Padé approximation. In the literature we can find a lot of
examples of multiple orthogonal polynomials (see [1, 2, 3, 4, 8, 10, 14, 15]).

Let @ = (ni,...,nq) € Z% which is called a multi-indez with length |fi] :=
ni+---+ng and let {ul, e ud} be a system of linear functionals v/ : P — C
with j =1,2,...,d.

Definition 1. Let {P;} be a sequence of polynomials where the degree of Py
is at most |77|. We say that { Pz} is a type II multiple orthogonal with respect
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to the system of linear functionals {ul, e ud} and multi-index n, if
W (2"P7) =0, m=0,1,...,n;—1, j=1,...,d. (1)

For the particular case in which the system of linear functionals is a system
of positive Borel measures, j;, on [; CR, j =1,...,d, we have

w (%) :/xkduj, keN, j=1,...,d,
I
and the conditions of multi-orthogonality, (1), can be rewritten as

/Pﬁ(az)xkd,uj(x)zo, k=0,1,....,n;—1, j=1,...,d.
I

Definition 2. A multi-index 7 = (ny,...,ny) € Z2 is said to be normal for
the system of linear functionals {ul, e ud}, if for any non trivial solution Py
of (1), the degree of P; is equal to |7i|. When all the multi-indices of a given
family are normal, we say that the system of linear functionals {ul, e ud}
1S reqular.

In the works of K. Douak and P. Maroni [5], P. Maroni [11], V. Kalia-
guine [9], J. Van Iseghem [16], and also in the work of V.N. Sorokin and
J. Van Iseghem [13], we find that a sequence of type II multiple orthogonal
polynomials with respect to the system of linear functionals {ul, e ud} and
multi-index 7 = (nq,...,nq) € Z, where

7 =1{(0,0,...,0),(1,0,...,0),...,(1,1,...,1),
(2,1,...,1),...,(2,2,...,2),...},

verify a (d + 2)-term recurrence relation of type
d

By = By + ) an_ By

They call such polynomials d-orthogonal, where d corresponds to the number
of functionals.

In this work we consider sequences of type II multiple orthogonal polyno-
mials for more general families of multi-indices, J. We designate this multi-
indices by quasi-diagonal. In section 2 we build the sets of quasi-diagonal
multi-indices, J. Next we give the type II multi-orthogonality conditions for
a sequence of monic polynomials {B,,} with respect to the system of linear
functionals {ul, . ,ud} and a family of quasi-diagonal multi-indices, 7. We
also prove that this sequence verifies a (s(d+ 1)+ 1)-term recurrence relation
of type



MATRIX INTERPRETATION OF MULTIPLE ORTHOGONALITY 3

s(d+1)—1
xSBn = Bn+s + Z aZig:%_an—i—s—l—k-
k=0

To finish this section, we rewrite the previous (s(d + 1) + 1)-term recurrence
relation in matrix form and we obtain a three-term recurrence relation for
vector polynomials with matrix coefficients. In section 3 we present an al-
gebraic theory which enables us to operate with the new presented objects.
Here, our main goal, is to present a matrix interpretation of the multi-ortogo-
nality conditions presented in the section 2. Next we give a result of existence
and uniqueness of a type II sequence of vector orthogonal polynomials with
respect to a vector of linear functionals i/, and using a matrix three-term re-
currence relations we establish a Favard type theorem. We remark that other
characterization for sequences of orthogonal polynomials in terms of matrix
three-term recurrence relations can be found in [6, 7]. In section 4 we express
the resolvent function in terms of the matrix generating function associated
to the vector of linear functionals. Finally, we give a reinterpretation of the
type II multiple orthogonality, in terms of a Hermite-Padé approximation
problem for the matrix generating function associated to the vector of linear
functionals. We remark that Hermite-Padé approximation problems can be
found for example in [12, 14].

2. Quasi-diagonal multi-indices

2.1. Definition and some examples. Now we construct the set of multi-
indices, J, that will be used in this work. We begin by considering blocks

with sd elements of Z< in the Table 1. The multi-indices (k}, e kld) where
‘TLI |ﬁ‘ ‘ﬁ:(nl,...,nd)‘
0 (0,...,0)
1 (1,0,...,0)
P L kD
sd—1/|(s,...,8,8—1)

TABLE 1. Pattern blocks

i=0,1,---,sd — 1 are defined by the following conditions:
okl >k, i=0,1,...,5d—2, j=1,...,d;
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Jj+1 Joos s .
o ki <k, 1=0,1,...,5d—-1, 7=1,...,d—1;
d
o) K =i i=0,1,...sd—1, j=1,..4d

s, j=1,2,...,d—1
s—1, j=d.
Now, we identify as the pattern block, J,, the set whose elements are the
ones of any of the blocks presented in the Table 1, i.e,
Jo={(0,...,0),(1,0,...,0),...,(s,...,8,s—1)}.
From J, we generate a sequence of sets which we denote by J,, n € N,
according to the formula:

J _
i ksd—l -

T =To+n{(s,...,s)}, neN. (2)

In this way we obtain a set of multi-indices, 7, given by
j: {jo,jl,...,jn,...}.
Remark that for s = 1 we have that 7 is given by,
Jo=A(0,...,0),(1,0,...,0),(1,1,...,0),...,(1,...,1,0)},
whose multi-indices we designate by diagonal.
In each of the following examples, we build the possible pattern blocks, Jp,
and the sets of quasi-diagonal multi-indices obtained from each one.

FExample 1. s = 1, d = 2. We identify as Jp, i.e. the pattern block J, =
{(0,0),(1,0)}. Thus, by using the formula (2) the sequence of sets, 7,
n € N, are given by:

T = Jo+n{(1,)}={(n,n),(n+1,n)}.

Example 2. s = 3, d = 2. Following the same idea, we identify as J, i.e. the
pattern block

O = {(an)a (1a0)7 (17 1)7 (2a 1>a (272)7 (3a2>}a
O = {(070)7 (170)7 (270)7 (27 1)7 (37 1)7 (372)}7
O = {(070)7 (170)7 (270)7 (27 1)7 (272)7 (372)}7
Jo = { an)a (1a0)7 (17 1)7 (2a 1>a (37 1)7 (3a2>}a
jO - {(O 0)7(170)7(270) ( ) ( )7(372)}'

Continuing in this manner, the sequence of sets, Jn, n € N, obtained from
the sets Jy provided above, are given using the formula 7, = Jy+3n{(1,1)},
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therefore, obtaining in each case:

J. = {(Bn,3n),(3n+1,3n),(3n+1,3n+ 1),
Bn+2,3n+1),(3n+2,3n+2),(3n+3,3n+2)}

Jn = {(3n,3n),(3n+1,3n), (3n+ 2,3n),
(Bn+2,3n+1),3n+3,3n+1),(3n+3,3n+2)}

J. = {(3n,3n),(3n+1,3n), (3n+ 2,3n),
(Bn+2,3n+1),3n+2,3n+2),3n+3,3n+2)}

J. = {(Bn,3n),(3n+1,3n),(3n+1,3n+ 1),
(Bn+2,3n+1),3n+3,3n+1),(3n+3,3n+2)},

J. = {(3n,3n),(3n+1,3n), (3n+ 2,3n),
(3n+3,3n),(3n+3,3n+1),(3n+3,3n+ 2)}.

2.2. Multi-orthogonality conditions of type II. We identify the vectors
i = (ny,...,nqg) € Z% with n € Z, as in our sets of quasi-diagonal multi-
indices, 7, there is an one-to-one Correspondence, i, between the sets Zi and
Zg given by, i(i1) = |ii] = n.

Let us consider, By, be a sequence of type II multiple orthogonal polyno-
mial with respect to the system of linear functionals {u', ..., u?} and multi-
index 77. We identify By = Bz = B,.

Now we describe how to obtain the multi-orthogonality conditions of a
sequence of monic type II multiple orthogonal polynomials, {B,}, with re-
spect to the system of linear functionals {ul, u2} and quasi-diagonal multi-
index J, where Jy = {(0,0), (1,0),(2,0),(2,1),(2,2),(3,2)}. By using the
Definition 1, we have

Ul(Bl) = 0,

ul(By) = 0,ul(zBy) = 0,

ul(B3) = 0,ut(xB3) = 0,u?(B3) = 0,

ul(By) = 0,ul(zBy) = 0,u*(By) = 0,u*(xBy) = 0,

ul(Bs) = 0,u(xzBs) = 0,u?(Bs) = 0,u?*(xBs) = 0,u!(2?Bs) = 0,
u'(Bg) = 0,u'(xBs) = 0,u*(Bg) = 0,u*(xBg) = 0,u' (v°Bg) = (2)

E *Bg) =

The monic polynomials By, ..., Bs are defined by the multi-orthogonality
conditions in terms of {u', zu', x2u1 w?, zu?, 2*u} , this multi-orthogonality
conditions appear with the order suggested by the pattern block, Jp,

{u!, zu' u?, 2u?, 2%ut, 2%u?}

Defining the linear functionals
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o=t 0=t 03 = ? ot = ad?, 00 = 2%t o = 2l
we have
Ul(Bl) - 07
v!(By) = 0,v*(By) =0,
v'(B3) = 0,v*(B3) = 0,v*(B3) =0,
v!(By) = 0,v*(By) = 0,v°(By) = 0,v"(By) = 0,
Ul(B5) = 07 Uz(B5) = 07 U3(B5) = 07 U4(B5) = 07 US(B5) = 07
Ul(BG) - 07 U2(B6) - 07 Ug(BG) - 07 04(B6) - 07 U5(B6) - 07 UG(BG) =0

Similarly the monic polynomials By, ..., Bis are defined by the multi-

orthogonality conditions in terms of
{u!, zut, 220t u?, eu?, 2%, 23t ot 2ut ) 2e? ) ate®, 2tu?)
this multi—orthogonahty condltlons appear Wlth the order suggested by the

pattern block Jj

{u!, zu', u?, 2u?, 2?ut, 2%u?, 23ut, ot 23 x4u2, x5u1, zou?}

that can be written in terms of the linear functionals v v6 as

(ol 0%, 03, vt 0, 00 2Pl a3t 230, 2t 2t 116}

More precisely

v (Boxi41) = 0,...,0°(Bgx141) = 0, v'(2°Bsxi41) = 0,

0! (Bgxi+2) = 0,...,v%(Bgxit2) = 0, v*(2° Bgx142) = 0, a = 1,2,
’Ul(B6><1_|_3) = 0, ,UG(BG><1+3) = 0, Ua($336><1+3) = 0, o = 1, 2, 3,

v (Bgxi44) = 0, .., 0°(Bgxi44) = 0, v*(2°Bgx144) = 0, a = 1,2,3,4,
UI(B6X1+5) = 0, .. ,U6(BG><1+5) = 0, Ua($3BG><1+5) = 0, a = 1, 2, 3, 4, 5,
Ul(('x3)2B6x2+0> =0, U6((I3) 6><2+0) =0,1=0,1

In general we can consider n = 6r + k where £ = 0,1,2,3,4,5 and r =
0,1,..., and we obtain the following type II multi-orthogonality conditions

v ((2%)' Bgpay) =0, i=0,1,....,r—1, j=1,2,3,4,5,6 3)
v*((2°) Bgrar) =0, a=1,... k.

Let I' be a linear functional acting on the the vector space of the polyno-
mials P over C%, ie., ' : P — C°, by

L(P(z)) := [v'(P(x)),v*(P(2)),v*(P(2)),v!(P(x)), v’ (P(x)), v"(P(x))]
The multi-orthogonality conditions (3), can be written in an equivalent
way by

T
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((SIZ ) B6r+k) :06><17 iZO,l,...,T—l
{ (%) Bgpyr) =0, a=1,..., k.
for any pattern block presented in Example 2, we can obtain a new set of
linear functionals, {v!, v?, v3, v?, v°,0°}, of type {2/u” : j =0,1,2, k=1,2}.
All of these new sets of linear functionals are respectively
{u w?, zut, xu?, ot 2?u?), {ut et u?) 2t xu X u2}
{u', u2 xul a:2u1 qu 22’} {u', xul a:2u1 u2 ru?, r*u?).

Algorithm (Construction of linear functionals). Let us consider the se-
quence of monic type I multiple orthogonal polynomials, { B}, with respect
to the system of linear functionals {u', ..., u} and family of quasi-diagonal

multz’—mdz’ces given in Table 1, T ={J0, Ty Tny---}-

Let vl = !, o' = — k- !, 1 =2,...,sd—1 where j, for each i, is uniquely

defined by the condition k] —kf 1+1 and v*" = x*"'u?. Hence, we have
vie{af  k=0,1,...,s—1, j=1,2,....d}, i=1,2,..., sd.

Theorem 1. The sequence of monic polynomials, {B,}, where n = sdr + k,
k=0,1,....,sd —1 and r = 0,1,..., is type Il multiple orthogonal with
respect to the reqular system of linear functionals {u',.. .,ud} and quasi-
diagonal multi-index J if, and only if,

v (25)"Bygrsi) =0, m=0,1,....,r—1,5=1,...,5d
v*((2°) Bsar+i) = 0, a =1,... i (4)
UHl((xS)rBserri) # 0,

where the linear functionals v/, j =1,..., sd are defined by the algorithm.

Proof: Let us consider the set of multi-indices
Jo =1{(0,...,0),(1,0,. ),...,(kil,...,kf),...,(s,...,s,s—1)}.

The linear functlonals ol v are defined by the algorithm. We can verify
that o', ... ,0' € {afu/, 0 <k <kl —1,j=1,....d}, fori=1,..., sd.
Using the multi-orthogonality conditions of the polynomial B; and multi-
index (k! ..., k%) we have that v/(B;) =0, j=1,...,i, fori=1,...,sd.

We obtain the multi-orthogonality conditions for the polynomials By,
i =1,...,sd. Let us consider the multi-index (k;,..., k%) + s(1,...,1) and
let 7 € {1,...,d} be uniquely defined by the condition k! = &/ , + 1. We
have _ _

uj(a:kf—lJrsBSdH) =0 :z:kf—luj(a:SBsdﬂ') =0 v (2°Bgyi) = 0.

By the increasing structure of the multi-indices, Bggy; complies with the
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multi-orthogonality conditions of By, ..., Bggii_1, in other words, this is suf-
ficient to identify that,

v/ (Bsari) =0, j=1,...,5d, v*(2°Bssi) =0, a=1,...,i.
Following the same reasoning we have that Bg.; verify vi(xSTBSdr+i) =0,
and so,

v ((25)"Bygrsi) =0, m=0,1,....r—1, j=1,...,sd
{ V(%) Bsgrsi) =0, a=1,...,1.
Finally, we show that v ((2*)" Begr4i) # 0. Let us suppose that,
v ((2°)"Bsgrsi) =0, m=0,1,...,r—1, j=1,... sd
v ((2%) Bsgryi) =0, a=1,...,i
UH_l((xS)TBsdTH) =0.
Then the polynomial Byg.,; verify the multi-orthogonality conditions of the
polynomial Byg-.;+1 which contradicts the normality of the multi-indices.
Hence, v'™ ((2°)" Bagrii) # 0.
Reciprocally, for n = sdr +1, 1 = , sd
{ v ((2°)™ Bggrai) = 0, m—O,l,...,T—l, j=1,...,sd
v((2%) Bsaryi) =0, a=1,...,1,
and considering that the degree of B,, is equal to n by the normality of each
of the multi-indices which implies the uniqueness of the monic type II multi-
ple orthogonal polynomial sequence, B,,, with respect to the system of linear
functionals {u',...,u?} and quasi-diagonal multi-index n. |

Let I' be a linear functional acting on the the vector space of the polyno-
mials P over C*?, i.e., T : P — C*, by
[(P(x)) :=[v'(P(x)) ... v*(P(z)) ], neN.
The multi-orthogonality conditions of type II (4), can be written in the equiv-
alent way by

r ( S) sdr—i—i) - OSdX17 m = 0 1 —1
a((xs) sdr—i—i) =0, a=1,...1 (5)
V(@) By 1) £ 0.

2.3. The (s(d+1)+1)-term recurrence relation. Here we give the connec-
tion between a sequence of monic type II multiple orthogonal polynomials,
{B,}, with respect to the regular system of linear functionals {ul, el ud}
and quasi-diagonal multi-index J, and the (s(d 4+ 1) + 1)-term recurrence
relation.
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Theorem 2. Let {B,} be a monic type II multiple orthogonal polynomials

sequence, with respect to a reqular system of linear functionals {ul, cee ud}
and quasi-diagonal multi-index J. Then, there are sequences (aﬁiﬁj_k) c C,
k=0,1,...,s(d+1)—1, such that
s(d+1)—
2°B,,(x) = Bpyis(z) + Z Zii % v Bris—1-k(x), n=sd,sd+1,...,
where aZfi;l %0 and By, Bl, ..., Bgg_1 are given.

Proof: As the sequence of monic polynomials {B,,} is a basis of the vector

space IP, for each n € N, there is an unique sequence (a; nts=1y © C, such that:
n+s—1
stn — Bn+s + Z a;H—s—lBj )
j=0
Substituting n by sdr + k where k =0,1,...,sd—1and r=0,1,..., in the
above identity, we have

sdr+k+s—1

s _ sdr+k+s—1
x Bsdr—i—k - Bsdr—i—k—i—s - E a; Bj- <6>
J=0

Let, i = 0,1,.... Multiplying both members of the above identity by (z*)’
and applying the linear functional I', we have

sdr+k+s—1
F[('xs)l+1BSdT+/€] - F[(xS)ZBSdT‘-i-k—l—S] _ Z ajdﬂ—k—i—s—ll—\[(xs)sz] .
§=0
By the multi-orthogonality conditions (5), we have
sd(i+1)—1
Osax1 = Z ajd”k“LS_lF[(:z:S)iBj] for i=0,...,7r—2.
§=0
sd—1
Let i = 0, we have 04qx1 = Z jd”k“ 'T'(B;) , which leads us to the system
=0
of linear equations in matrix form:
v'(Bo) -+ v*(By)
[ Sdr—i—k—i-s . asgr—iik—i-s—l . . — Osdxl-
USd(Bsd 1)

Using, v'(By) # 0,...,0°%Bs_1) # 0, we have qai@tFs=t — o |
CLSEZZH_IH—S 1 =0.
S
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2sd—1
Let ¢ = 1, we have Oyyy; = Z ajdr+k+s_1f(stj), which leads us to the
J=sd
system of linear equations in matrix form:
v (2°By) - v*(2°By)
[ agfllr—i—k—l-s—l . a;glgtlf—i—s—l - _ Osdxl.
v*!(2°Basa—1)
Using, v'(2°Bsq) # 0,...,0°%(2°Bys_1) # 0, we have aigr%“_l =
0,... a1 Z g
Continuing in the same way, we obtain aj?ﬁfrk”_l = 0, ..,a‘?ﬁﬁﬁil =

0, 7=2,....,r—2.
Now, considering the multi-orthogonality conditions written in (5), given by
v((2%) Bsar+x) =0, a=1,...k,
and taking into account (6), we verify that
v” [(xS)H_lBsdr—i—k} — v [(xS)ZBsdr—i—k—i—s} = 07

fori =r—1and o =1,...,k which leads us to the system of linear equations
in matrix form:
sdr+k+s—1 asdr—i—k—i—s—l :|
(r—1)sd P (r=1)sd+k—1
Ul((xs)r_lB(r—l)sd) U Uk((xs)r_lB(r—l)sd)
X e, : — 08d><1 .

V(@) By 1ysasi-1)
USng, Ul((xs)r_lB(T—l)sd) 7A 0,.. '7/Uk((xs)r_1B(T—1)sd+k—1) 7A 0, we have

sdr+k+s—1 __ sdr+k+s—1 _ sdr+k+s—1 __ -
A1) = 0, o O )sd k1 = 0. Hence, we have qaj = =
sdr+k+s—1
a(r—l)sd—i—k—l =0. Then’
sdr+k+s—1
s . sdr+k+s—1
x Bsdr—i—k - Bsdr—i—k—i—s + § aj Bj )
j=(r—1)sd+k
and the theorem is proved. u

Definition 3. Let {B,} be a sequence of monic polynomials. The se-
quence {B,} given by

T
B, = [ Bpsa -+ B(n—i—l)sd—l ] , n €N, <7>
is said to be the vector sequence of polynomials associated to {B,}.

Theorem 3. Let {B,} be a monic sequence of polynomials. Then, the fol-
lowing conditions are equivalent:
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a) The sequence of polynomials { By} verify the (s(d+ 1) + 1)-term relation

given by
s(d+1)—

2* By (1) = Bnis(z) + Z a7 Bueaw(x), n=sd,sd+1,...

where aZ“_Lﬁdl %0 and By, Bl, ..., Bgg_1 are given.
b) The vector sequence of polynomials {B,,} associated to the sequence of
polynomials {B,,} verify a three-term recurrence relation with sd X sd ma-
triz coefficients, °By(z) = &% Bpi1(x) + 857 Bu(z) + 450 Bo1(z), m =

0,1,..., wzth B_1 = 0s4x1 and By given, where the matriz coefficients ozSd
5;?,:# and wm are respectively given by

1
a(m—i—s)d
(m+s)d s
: 1
md+s(d+1) md—+s(d+1)—2 1
L (m+s)d amd—i—s(d )—2 i
md+s—1 md+s—1 T
Ay it s—1 1
(m+s)d—2 1
m-+s)d—2 ;
(m+s)d—1 (m+s)d—1 m+s)d—1 (m+s)d—1
md it s—1 T a(m—i—s)d—? a(m—i—s)d—l
md+s(d+1)—2 md—+s(d+1)—2 md+s(d+1)—2  md+s(d+1)—2
| G a(m—i—s)d—l T a(m+s)d—2 a(m—i—s)d—l
amd—i—s—l o amd—i—s—l
(m—s)d md—1

md+s(1+d)—2
md—1

Proof: Taking into account the (s(d + 1) + 1)-term recurrence relation we
obtain the matrix identity given by
Bn Bn+sd Bn Bn—sd
* : = : + 54 : + 75 : :
Bn+sd 1 Bn+2sd 1 Bn—i—sd—l Bn—l
where the matrix coefficients o 4354 and 7 4 are respectively given by:
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1
n+sd ..
an—i—sd ) ;
: . 1
n+s(d+1)—2 n+s(d+1)—2 1
n+sd an+s(d+1)—2 |

n+s—1 n+s—1 ]

an, e Apts-1 1

n+sd—2 n+sd—2 n—+sd—2 .
an—i— d—1 - anisgll - nisg—% —i—ld 1 7

nr+sa— nr+sa— nrsa— nrsa—
ap e Apts—1 T Ayt sd—2 At sd—1
n+s(d+1)—-2  nts(d+1)-2 L n+s(d+1)—2  n+s(d+1)—2

| ap n+s—1 an+sd—2 an—f—sd—l
n+s—1 n+s—1
A —sd U Ap—1
n+s(1+d)—2
n—1
Taking n = md we obtain a three-term recurrence relation for vectors of
polynomials {B,,} where B,, = [ Bysa -+ Bmi1)sa—1 ]T, m € N, given by

s S7d S7d S,d _
2By = o)) B + 80 By + 7 B, m=0,1, ...
with initial conditions B_; = 04«1 and By, and matrix coefficients ozf;bd =
s,d s, d _ pns.d s d _ _sd .. ;
o, Byt = Qm p and ¢ = e The converse is immediate. u

3. Matrix interpretation of type II multi-orthogonality

In this section we present a matrix interpretation of the type II ortogonality
conditions of a sequence of monic polynomials { B, }, given in the Theorem 1,
with respect to the regular system of linear functionals {u', ..., u?} and fam-
ily of quasi-diagonal multi-indices, J .

Let us consider the sequence of vectors of polynomials that we denote by

PU—{[P - Pu|": PP},
We denote by Myxsq the set of sd x sd matrices with entries in C.

Let {P;} be a sequence of vectors of polynomials given by

Pj=[a/ ... U e N (8)

Let { B,,} be a sequence of polynomials, deg B,, = n, n € N and {8, } where
Bn = [ Bpsq - B(n+1)sd—1 ]T’ neN.
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It is easy to see that

n
Bn = ZB;L Pja B;L € Msdxsda
j=0
where the matrix coefficients B}f”, 7 =20,1,...,n are uniquely determined.

Taking into account (8) we have that P; = (2°))/Py, j € N. Therefore,
B, = Vn(de)Po , where V,, is a matrix polynomial of degree n and dimension

sd, given by V,,(x) = ZB;‘:Uj, B} € Msaxsd -

=0

Definition 4. Let v/ : P — C with j = 1,...,sd be linear functionals.
We define the wvector of functionals U = [v' -+ v*?]7 acting in P*¢ over
Msdxsd: by

oi(P) e ()

UP) = UP"" = A :

Ul(PSd) USd(PSd)

where “” means the symbolic product of the vectors U and P7.

Now we define an operation called left multiplication of a vector of func-
tionals by a polynomaial.
l
Definition 5. Let A = Z Ay, 2% be a matrix polynomial of degree [ where

A € Myiwsg and U a vector of linear functionals. We define the vector of

linear functionals, left multiplication of U by a polynomial E, and denote it
by AU, to the map of P*? to Mixsq, defined by:
l

(AU)(P) = (AUPT)T =Y (" U)(P)(4n)".

k=0
Theorem 4. A sequence of monic polynomials { By}, is type II multiple or-
thogonal with respect to the reqular system of linear functionals {u', ..., ud}
and family of quasi-diagonal multi-indices J if, and only if, the vector se-
quence of polynomials associated to {B,,} given by (7) verifies:

) (@) U)(By) = Osesas k=0,1,...,m—1 (9)
i) ((2°)"U) (By) = D,

where U = [ v' - v ]T, v/, =1,...,sd are defined by the algorithm,
and A, 1s a reqular upper triangular sd x sd matriz.



14 BRANQUINHO, COTRIM AND FOULQUIE MORENO

Proof: By Definition 4, we have

Ul((xs)kBmsd) T USd((IS)kBmsd)
((=*)U)(B) = : 5
Ul((xs)kB(m—i—l)sd—l) T USd((xS)kB(m—i-l)sd—l)
Using the ortogonality conditions of type II in Theorem 1 we have the con-
ditions (9), and reciprocally. |

Definition 6. Let {B,,} be a vector sequence of polynomials where each

B, = [Bni ... Busd®, m € N, such that B, = ZB;”P]- where B €
j=0

Miawsg and let U = [ o' -+ v*¢ |7 be the vector of linear functionals. We

say that {B,,} is type II multiple orthogonal with respect to the vector of

linear functionals U if

(10)

where A,, is a regular sd x sd matrix.

Lemma 1. Let {B,,} be a vector sequence of polynomials where each B, =
m

| Biwi +++ Busa|t, m €N, such that B, = Z BY"P; where B}-" € Maxsd.
j=0

If B)" is a reqular matriz, for a m € N, then the set of polynomials { By, 1, . . .,

By.sa} is linearly independent.

Proof: Let a; € R, 2 =1,2,...,sd, such that

Bm,l
oy By + -+ B g =0, le., [ Qa1 e Qg ] : =0.
Bm,sd
And so, aBB,, =0, with @ = [a7 ... ag]. Hence,
m m
aZB;-nPj =0, ie., ZQB}”P]- =0.
§=0 §=0
As{1,..., x(mH)Sd_l} is a linearly independent set of functions, we have

aB"=0, j=0,1,...,m,.
If B is a regular matrix then o = 01444, as was our purpose to show. u
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Lemma 2. Let {B,,} be a vector sequence of polynomials where each B, =

[ Bna -+ Bnsa ]T, m € N, such that B,, = Z B}T”Pj where B;-” € Mixsd-
j=0

If B is a reqular matriz, for all m € N, then the set of polynomials

{Bn.;,j=1,...,sd,m € N}, is linearly independent.

Proof: It is sufficient to prove for each m € N that the set of polynomials
{Bij,j=1,...,8d,k=0,1,...,m} is linearly independent. Let

04:[041 ozsd],oziER
ﬁ=[ﬁ - B ], BiER
vy=|m - Y], v €R.

We have

ZazBOz +Zﬁz m— 11+Z’% mz—o

OéB() + -+ ﬁBm 1 —f— B,
a(B 730) -+ B(By 17?0 + -+ B Pm1)
+ V(Bg”Po + -+ BI'Py) =0
(aB) + -+ BB + yBMPy + - - -
+(BB"} + 4B )YPm_1 +yB"P,, = 0.
As{l,x,..., x(m“)Sd_l} is a linearly independent set of functions, we have
aB) 4 -4 BB £ 4Bt =0

BB~ +yB 1 =0

vB,, = 0.
Using the regularity of the matrices B, . .., B we obtain that v = 0,4, 3 =
O1xsds - - -, = 01550 and so the set of polynomials {By;,j = 1,...,sd,k =
0,1,...,m} is linearly independent. u

Definition 7. Let {B,,} be a vector sequence of polynomials where 5, =

B - ijsd]T, m € N, such that B, = ZB;”P]- where BY" € Maxsa-
=0

We say that {B,,} is a free vector sequence if B is a regular matrix for

m € N.

Lemma 3. Let {B,,} be a vector type II multiple orthogonal polynomials
sequence, with respect to the vector of linear functionals U. Let us consider
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Qm = CubBm, m € N where Cp, are sd X sd regular matrices. Then {Q,}
15 also type II multiple orthogonal polynomaial sequence, with respect to the
vector of linear functionals U.

Proof: Let {B,,} be a vector type Il multiple orthogonal polynomials se-
quence, with respect to the vector of linear functionals U, i.e.,
(@*U)(By) = Apbrm, k=0,1,...,m, meN,
where A,, is a regular sd x sd matrix. From
(@) U)(B) = () U ((Cn) "' CuBim) = (Con) () U)(Qn)
we have
(Co) " H(@HUN Q) = Ak, k=0,1,...,m, meN,
hence
()*U)(Qm) = CuDiOkm, E=0,1,...,m, m €N,
where C,,A,, is a regular sd x sd matrix. Hence, the vector sequence of poly-
nomials, {Q,,}, is type II multiple orthogonal with respect to the vector of
linear functionals . u

FEzample 3. Let {B,,} be a vector type II multiple orthogonal polynomials
sequence, with respect to the vector of linear functionals ¢/ and {gm} a vector
sequence of polynomials with l§m = (Bg)_le, m € N, where the matrix 38 is
such that By = 38 Py. The vector sequence of polynomials {gm} is also type 11
multiple orthogonal with respect to the vector of linear functionals ¢/. In fact,
being {B,,} a vector sequence type II multiple orthogonal polynomials, with
respect to the vector of linear functionals U, we have
(U (By) = Apbrm, k=0,1,...,m, meN,

where A, is a regular sd X sd matrix , Le.,

(z5*U)(B,) = (B) 'Apbrm, k=0,1,...,m, meN,
where (Bf)'A,, is a regular sd x sd matrix. Hence, the vector sequence of
polynomials {gm} is type II multiple orthogonal with respect to the vector
of linear functionals U.

FEzample 4. Let {B,,} be a vector sequence type II multiple orthogonal poly-
nomials, with respect to the vector of linear functionals ¢/ and {l’;’m} a vector
sequence of polynomials with B, = A1B,,, m € N. The vector sequence
of polynomials {lém} is also type II multiple orthogonal, with respect to the
vector of linear functionals U. In fact, being {B,,} a vector sequence type II
multiple orthogonal polynomials, with respect to the vector of linear func-
tionals U, we have
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((2*)U)(By) = Apbtm, k=0,1,...,m, m €N,
where A,, is a regular sd x sd matrix, i.e.,
(= U)(Bn) = Lsaxsa Ormy k=0,1,...,m, meEN,
and so the vector sequence of polynomials, {l;’m}, is type II multiple orthog-
onal with respect to the vector of linear functionals /.

Now we introduce the notions of moments and Hankel matrices by blocks
associated to the vector of linear functionals U.

Definition 8. We define the the moments of order j € N associated to the
vector of linear functionals (z%)*U, by
Ul(xjsd—i—ks) . ,Usd(xjsd—i—ks)

Uy = ((«*)"U)(Py) = :

’ Ul(x(j‘H)Sd—i-kS—l) Usd(x(j—i—l.)sd—i-ks—l)

(11)

Definition 9. We define Hankel matrices by
z/{g e UM
Hp=1: . |, meNl, (12)
u .. ym

where Z/{jl-“ are the moments of order j associated to the vector of linear func-
tionals (2*)"U given by (11).

Definition 10. The vector of linear functionals U is said to be reqular if
det H,, # 0, m € N, where H,, is given by (12).

Theorem 5. Let U be a vector of linear functionals. Then U is reqular if,
and only if, given a sequence of reqular sd x sd matrices, (A,,), there is a
unique free vector sequence {B,,} where B, = Byn1 -+ Bsd ]T, m € N,
such that

D) (U (B) = 0gaxsas, k=0,1,...,m—1

i) ((°)"U)(Bp) = A,
i.e, {Bn} is type Il multiple orthogonal polynomial sequence, with respect to
the vector of linear functionals U.

Proof: Let {B,,}, By = [ Bm1 -+ Bmsd ]T, m € N, be a vector sequence

of polynomials, such that B,, = ZB;-”P]- where B}-” € Mixsq- By the
=0
multi-orthogonality conditions (10) the vector sequence of polynomials {B,,}
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is type II multiple orthogonal with respect to the vector of linear functionals
Uiffork=0,....m—1

(") U)(Bw) = ((fvs)ku)(z Bj'Pj) = Z By ((«")"U)(P;) = Osixsa

and for all m € N,

m

()" U)(B) = ((z*)"U) (Y Bf'P)) ZB’” Pj) = Ap. (13)
7=0
In matrix form we have,
ug e UM
[Bg)n BZ;L] :[Osdxsd Osdxsd Am}
ud ooym
Supposing the regularity of the vector of linear functionals U, we have
u U
| By' -+ By ] =] 0sxsa -+ Osaxsa A ]| @ - :
U, - Uy
Therefore,
U w1 P
By = 0saxsa -+ Osixsa Dm || & 0 :
ud o ur P,

Taking m = 0 in (13), we have ByU) = Ay.
Using the regularity of the matrices Z/{g and Ay we have that Bg is a regular
matrix. Similarly, taking m = 1 in (13), we have
1740 1740 _
{ gg Zg N gil Zil AU e B - UN) U = A

Using the regularity of the & and by the triangular structure by blocks, we
have det(U] — U (U)'Uy) # 0, and so By is a regular matrix.

Using the same argument we can conclude that B) is a regular matrix and
so {B,,} is a free vector sequence.

Reciprocally and in a similar way if B), m € N, is regular we obtain a
regularity of the U. n

In section 2 we have proved that a sequence of monic type II multiple
orthogonal polynomials, {B,}, with respect to the regular system of linear
functionals {u', ..., u’} and quasi-diagonal multi-index J verify a (s(d+1)+
1)-term recurrence relation and we rewrote this recurrence relation in matrix
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form, obtaining a three-term recurrence relation for vector polynomials with
matrix coefficients. Now we prove the converse of this result which is called
the Favard type theorem.

Theorem 6. Let {B,} be a sequence of monic type II multiple orthogonal
polynomials, with respect to a reqular system of linear functionals {ul, cee ud}
and quasi-diagonal multi-index J and let U = [v* ... v*YT be the vector of
linear functionals where v’, j =1, ..., sd are defined by the algorithm. Then,
the following conditions are equivalent:

a) The vector sequence of polynomials {B,,} is type II multiple orthogonal
with respect to the vector of linear functionals U, 1i.e.,

((z*)*U)(Bn) = A Opm, k=0,1,...,m, m €N, (14)
where A, 1s a reqular upper triangular sd x sd matriz given by
Am :f)/frzd'“f)/?dAO) m = 1727"';
and Aqg 1s an upper triangular sd X sd matriz.
b) There exist sequences of sd x sd matrices (a5%), (659) and (5%, m € N,

with fy,f,;d reqular upper triangular matrix such that B, is defined by the three-
term recurrence relation with sd X sd matrixz coefficients given by

LUSBm(.I') - @;:Ld Bm+1(3§) + ﬁfr;d Bm(gj) + ,‘}/fr;d Bm—l(gj)7 m = 07 17 s (15)
with B_1 = 04x1 and By given.

Proof: a) = b). It proven in the Theorem 3.
b) = a). We build a vector of linear functionals ¢ that verifies (14) defined
uniquely taking into account its moments L{TIZ from the conditions:

UBy) = Ao, UBj) = 0saxsad, J=1,2,.... (16)
As {P,,} is a basis of P*? for each m € N, there is an unique sequence
(B;”) C M gxsa, such that, B, = Z B/'P;.

j=0

e Let £ =0. We have

U(By) = BU(Py) and so U = (BY)"U(By),

m m . m—1/pm\—1 pm

UBr) = > iy BiU(P;), ie., U = — > im0 (BR) 1Bj L{jo .m=1,2....

e Let k=1,2,.... Using (15) we have
(,Is)kBm _ Cg;,@dxs(k—l)lgm_i_l + ﬁzl,dxs(k—l)lgm + ,Ys%dxs(k—l)Bm_l .

For m = 0 we have

U(2*)By) = o U VBy) + 85UV By),
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le.,
Uy = (BY) ™" x [ag,dB%uf(k—l) I (&S,dBé n BS’ng)] ug(k—n.
For m =1 we have
U((2*)Br) = oy U@ VBy) + 87U VB + 47 U VB,

ie.,
Uy = (B o "B + (a1 BY + 8 Bhu " |
+ (BY™ (@B + 87 By + A7 BOU Y - Biug| .

For m < k, we have

Z/{(( s)kB )_ SdZ/{( (—I)Bm+1> BSdZ/{( sk—l)B ) SdZ/{( s(k—1 )Bm 1)

m+1
u(( )kB o astBm—Huk 1 5stBmuk 1 +,YdeBm 1uk 1
Jj=0 j=0
m—1
= > (@B 4 BB+ B Uy
=0

+ (' B+ B By + o Bl
Taking into account that,

m—1
k k m mq sk my sk
U(2°)"B,) ZB Pj) = Bpui + > BIU,
=0
we have .
Up, = (Bi) ™' Y (e By + BB + By uy ™
j=0
m—1
+(Bi) " (g By 4+ B By + s B, = > BiUY).
=0

For m = k we have 4 ]
U(2*)By) = 7%, -  BOUY
and so,

U = (B ("t - BIUG — ZBW“

For m > k we have U((2*)"B,,) = Ogdxsd, i-€.,

m—1
k m\—1 pmy sk
j=0
Therefore, the moments associated to the vector of linear functionals U are
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uniquely determined from (16) and considering the fact that B] is regular
we obtain the regularity of the vector of linear functionals ¢/. Hence, this
result is proved. u

Note that, in matrix notation the three-term recurrence relation of the
previous Theorem, (15), is written by

JI| L =z . |, (17)

where the tridiagonal matrix by blocks

s,d s,d 0 7]
0 Q sdxsd
s,d s,d s,d

o 0 dx sd
sdxsd V9 2 Q9 sdxsd

is designated by block Jacobi matrix.

4. Type II Hermite-Padé approximation

Definition 11. Let U be a vector of linear functionals. We define the matriz
generating function associated to U, F, by

G g ——
Fo =y )
sd—1 sd—1
V() e w(—)
| Tz — g8 Tz — x5
Being,
1 1S /25\F
= —Z :z:_) for |z%| < |z|, (20)
z —xs z z
k=0
— ((z)"U,)(Po(z))
we have F(z) = kz_; o :

Theorem 7. Let U be a regular vector of linear functionals, {B,,} a vector
type Il multiple orthogonal polynomials sequence, with respect to U, and R
the resolvent function associated to the linear operator defined by the block
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Jacobi matriz, J, given in (18), i.e

= elJ"e T
R(z) = Z , where ey = [Lsgxsa Osaxsd -] -
n=0
Then, R(z ) By F(2)(U(Py)) (BY) ™", where By is the matriz coefficient
in By = BO Po.

Proof: In order to determine the value of e} J"es, n € N, we consider the
matrix identity (17), from which we can obtain,

[ By(z) | [ By(z) |
J B, (z) = (x%) Bo(x) | n € N. (21)
m=+n
Let (z° Z njn 77]” € Myixsq. In particular, for m = 0
j=m—n

we have, (z*)"By(x ann

By (21), el J"ey, n € N, it is given by 7787”. Applying the vector of linear
functionals U to both members of the previous matrix indentity, we have

Mo = ((2°)"U)(Bo) (U (By)) ™
Using By = By Py, we have 1, = B ((z*)"U)(Po)(U(Py)) ' (BJ)~" . Hence,
R(=) = B {Z ()t (Po) U Pr) } (B0

as we want to show. ]

Now, we present a reinterpretation of type II Hermite-Padé approximation
in terms of the matrix functions.

Definition 12. Let {B,,} be a vector sequence of polynomials and U a

regular vector of linear functionals. To the sequence of polynomials {ij}_l}
given by
Vo (2D — Vo (250
BY () = (LTl )
where U, represents the action of U over the variable x, we designate sequence
of polynomials associated to {B,,} and to U.
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Theorem 8. Let U be a regular vector of linear functionals, {B,,} a vec-

tor sequence of polynomaials, {Bfrlb)_l} the sequence of associated polynomials
and F the matrix generating function defined in (19). Then, {B,,} is the
type II multiple orthogonal with respect to the vector of linear functionals U
iof, and only if,

o0 s k T
Vin (2D F(2) — Bfﬁ)_l(z) — Z ((z°) Zzl(llgm< ) .

=m

o~

Proof: Taking into account the Definition 12, we have

Zd . ,ISd de
B (2) = (LD ) v ) (2 )
Le., Vi(zDF(2) — BV (2) = ux<‘2'”‘£—i? Polz)).

Taking into account (20) we have

Hence, we get the desired result. u
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