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ABSTRACT: Given a density f we pose the problem of estimating the density
functional ¢, = [ f (") f making use of kernel methods. This is a well-known
problem but some of its features remained unexplored. We focus on the prob-
lem of bandwidth selection. Whereas all the previous studies concentrate on an
asymptotically optimal bandwidth here we study the properties of exact, non-
asymptotic ones, and relate them with the former. Our main conclusion is that,
despite being asymptotically equivalent, for realistic sample sizes much is lost by
using the asymptotically optimal bandwidth. In contrast, as a target for data-
driven selectors we propose another bandwidth which retains the small sample
performance of the exact one.
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1. Introduction

Given a sample Xi,..., X, of independent and identically distributed
real random variables with unknown density function f: R — R, in this
paper we focus on the problem of estimating the functional

¥ = / () f () dz (1)

for even r whenever it makes sense and is finite, where f(") denotes the rth
derivative of f. Notice that for such a functional to be finite it suffices, for
instance, that both f and ) be square integrable.

There exists a wide variety of estimates of these functionals. For instance,
van Es (1992) proposes an estimator of 1y based on the spacings of the
order statistics and Laurent (1997) and Prakasa Rao (1999), respectively,
describe series and wavelet estimates for the problem. However, here we

Received September 3, 2009.

This research has been partially supported by the Spanish Ministerio de Ciencia y Tecnologia
project MTM2006-06172 (first author) and by the CMUC (Centre for Mathematics, University
of Coimbra)/FCT.



2 J.E. CHACON AND C. TENREIRO

will concentrate on kernel estimators,

drlg) = 5 D0 LK - X)), )

i.j=1

where L is the kernel function, g > 0 is the bandwidth and Lér) represents

the rth derivative of the function L,(x) = L(x/g)/g, that is, Lgr)(:c) =
L") (x/g)/¢g"+". The motivation for this precise type of kernel estimator
can be found, for instance, in Wand and Jones (1995).

This problem is also addressed in many other papers. For instance, the
case r = 0 (estimation of the integral of a squared density) is closely related
with the study of rank-based nonparametric statistics, since it appears in
the asymptotic variance of the Wilcoxon signed-rank statistic and in the
Pitman asymptotic efficiency of the Wilcoxon test relative to the t-test
(see Hettmansperger, 1984). The first kernel estimators of 1y date back to
at least Bhattacharya and Roussas (1969), Dmitriev and Tarasenko (1973,
1975) and Schuster (1974), but see also Prakasa Rao (1983), Sheather,
Hettmansperger and Donald (1994), and references therein. A recent paper
on the topic is Giné and Nickl (2008).

The quantities 9, ¥4 and 1)g appear in the expression of the asymp-
totically optimal bandwidths for histogram, frequency polygon and kernel
density estimators (see Scott, 1992). The first papers analyzing the kernel-
type estimates of 1, for arbitrary r, as a particular case of a more general
nonlinear functional, are Dmitriev and Tarasenko (1973) and Levit (1978),
but the problem of bandwidth selection for the kernel estimator is consid-
ered in Hall and Marron (1987) for the first time, although there the kernel

estimate is defined as n(n— 1)*1{%(9) —ningﬂ)(O)}, in order to delete the
non-stochastic terms in 1,(g). However, Jones and Sheather (1991) show

that indeed the estimator z@r(g) has improved rates of convergence over the
one proposed by Hall and Marron when the bandwidth ¢ is properly cho-
sen. On the other hand, Bickel and Ritov (1988) discuss the information
bounds for this nonparametric problem and propose an efficient estimator.
References dealing with adaptive kernel procedures include Wu (1995) and
Giné and Mason (2008), among others. Multistep kernel estimators are
investigated in Aldershof (1991) and also more recently in Tenreiro (2003)
and Chacén and Tenreiro (2008).

As usual for real-valued parameters, we will measure the accuracy of
the estimator ¢,(g) through its mean squared error (MSE), defined as
MSE(g) = E[{¢,(g) — 1, }?]. In this sense, the optimal bandwidth can be

defined to be gyisg = argmin ., MSE(g). However, it is not clear at all from
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its definition that such a minimizer exists, and well-experienced researchers
in the field take good care not to refer to this bandwidth, but to its asymp-
totic counterpart (see Jones and Sheather, 1991, or Wand and Jones, 1995).
In fact, the typical approach to bandwidth selection starts from considering
an asymptotic expansion of the MSE function, say AMSE(g), and consid-
ering the asymptotically optimal bandwidth gy = argmin,., AMSE(g) as
a surrogate for gysg, which is the exact (i.e., non-asymptotic) one. The
study of the asymptotically optimal bandwidth presents no doubts about
its existence, and even an explicit formula for it is available. But then
another question may be raised: how well does gy approximate gysg? The
study of this question leads to the identification of a new bandwidth gga
that annihilates the exact bias of 1,(¢). How well does this new bandwidth
approximate gysg is another question that arises naturally. Therefore, the
main purposes of this paper are to present a set of sufficient conditions
to the existence of an exact optimal bandwidth and to examine, from an
asymptotic and finite sample size point of view, the quality of gy and gga
as approximations of the exact optimal bandwidth.

The rest of the paper is organized as follows. In Section 2 we provide
mild conditions on the kernel and the density that ensure the existence of
an exact optimal bandwidth gyisg and a bias-annihilating bandwidth gga.
In Section 3 we study the asymptotic properties of these bandwidths. In
Section 4 we obtain the relative rates of convergence of gy and gga to guvse
and so we quantify the order of these asymptotic approximations. We also
establish the order of convergence for MSE(gy) — MSE(gpa) which enables
us to compare gy and gga in the sense of the mean squared error. As
the results in Section 4 are asymptotic in nature, to assess the quality of
the approximations Section 5 contains the case-study of normal mixture
densities, for which small- and moderate-sample-size comparisons are made
between the three different bandwidths. We will see that for small and
moderate sample sizes MSE(gpa) seems to be much closer to MSE(gysk)
than MSE(go). In view of these finite sample size results we conclude that
bandwidth selectors oriented to gga should be preferred to the usual ones,
which are designed to estimate gg. All the proofs are deferred to Section 6.

2. Existence of an exact optimal bandwidth

Recall the definitions of 1, and ¢,(g) from (1) and (2) in Section 1. The
mean squared error (MSE) of the estimator ¢, (g) can be decomposed as
MSE(g) = B*(g) + V(g), where B(g) and V(g) are the bias and variance
of 1,(g). If we denote
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Rr,o(f) =ELY(X; — Xo)

/ / (@ =) f@)f )dady = [(1) % 1)(&) @)

with * standing for the convolution operator, then it is clear that

B(g) =E(9) — ¢y =n gL 0) + (1 = n Y Rppg(f) — ¥ (3)

Moreover, using standard U-statistics theory we get that V(g) = Var @Zr(g)
can be written as

V(g) =4(n—2)(n—1)n 3¢ +2(n — Dn"3¢% — (4n — 6)(n — 1)n "3, (4)

Where 50 = E[LV (X — Xo)% & = EILY (X, — X5) LY (X, — X;3)] and
= E[Lg (X1 — X5)%. If we denote

Staal$) = [[[ 1§ = 9L @ = 2180 f(0) () dndyd
— [ pPrads,

we just have & = Sp,,(f). Besides, clearly & = Ry, ,(f)* and, us-
ing the fact that [/L((f)(x)2 = g 7 (L1)?),, we can also express & =
972r71R(L(T))2,0,g(f)'

Combining (3) and (4) with the former representations for &, &1, &2, we
obtain an exact formula for the MSE of the estimator ,.(g),

MSE(g) = {n"'g7 ' LO(0) + (1 = n"") Repy(f) =0} (5)
+ 4(TL — 2)(71 — 1) 3SL7r7g(f) + 2(n — 1)n—39—2r—1R(L(7‘))270,g(f)
— (4n —6)(n — 1)n*3RL,r,g(f)2.

This exact error formula is analogue of formula (2.2) in Marron and Wand
(1992) for kernel density estimators, and will be useful to explore the exis-
tence and limit behavior of the optimal bandwidth as well as for the results
in Section 5.

In the following we will make the following assumptions on the kernel
and the density:

(L1) L is a symmetric kernel with bounded and square integrable deriva-
tives up to order r such that L") is continuous at zero with
(—1)"2L)(0) > 0.

(D1) The density f has bounded and square integrable derivatives up to
order 7.
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The next result shows that under these mild conditions there is always
an exact optimal bandwidth, that is, a bandwidth which minimizes the
exact MSE of the kernel estimator. In this sense, it can be considered
as the analogue of Theorem 1 in Chacén et al. (2007) for kernel density
estimators.

Theorem 1. Under assumptions (L1) and (D1), there exists gysp =
gMSErn(f) such that MSE(guvse) < MSE(g), for all g > 0.

Notice that the previous result says nothing about the uniqueness of the
optimal bandwidth. Presumably, as in the examples in Marron and Wand
(1992) it could be possible to find a situation where the optimal bandwidth
is not unique, however we do not pursue this further in this paper.

From an asymptotic point of view, however, it is well-known that the
choice of g can be made on the basis of annihilation of the dominant part of
the bias (see Section 4 below). We show next that, in fact, for every density
f there is a choice of g = gga that makes the estimator zﬁr( g) unbiased, that
is, that annihilates the exact bias, rather than its asymptotic counterpart.

Theorem 2. Under assumptions (L1) and (D1), there exists gga = garn(f)
such that B(gpa) = 0.

The existence of global bandwidths that make the kernel density estimate
unbiased at every point has been shown in Chacén et al. (2007). In fact,
strictly speaking we cannot consider it an unbiased estimator since such
bandwidths depend on the unknown f, but at least we could say that there
exists an ‘unbiased oracle estimator’. However, only a very special class
of density functions allows for this situation, namely the class of densities
whose characteristic function has bounded support.

In contrast, in the previous result we show that unbiased oracle kernel
estimates of 1, (not only asymptotical unbiased) exist under the same
mild conditions needed for the existence of the optimal bandwidth. This
is a key difference between the problems of estimating the density and the
functionals v,

3. Limit behavior of exact bandwidths

From formula (5) and Lemma 1 in Section 6 below it readily follows that
MSE(g) — 0 for any bandwidth sequence g = g, such that ¢ — 0 and
ng" ' — oo as n — oo. Therefore, conditions ¢ — 0 and ng"™!' — oo are
sufficient for &T(g) to be consistent. It is natural, then, to wonder if the
bandwidths gysg and gga also fulfill the previous consistency conditions.
We will see that that the second condition holds quite generally but the
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same is not necessarily true for the first one. This is similar to the situation
with the optimal bandwidth for kernel density estimation, as shown in
Chacén et al. (2007).

Theorem 3. Under assumptions (L1) and (D1), both ngyls, — oo and

nggh! — 00 asn — oo.

For the analysis of the limit behaviour of the sequences gnsg and gga
we use the notation pp(t) = [€"F(x)dz,t € R, for the characteristic
function of an integrable real function F', and for every density f and
every symmetric kernel L, we denote

Cf = SUp{?"ZOSOf(t)?éO a.e. fort e [O,T]},
Dy = sup{t > 0:ps(t) # 0},

S = inf{t >0:¢r(t) #1},

T, = inf{r >0:¢p(t) #1 ae. fort >r}

A detailed discussion about these quantities is presented in Chacén et al.
(2007). In particular, we remark that all these exist, with Cy, D possibly
being infinite, Sr, Ty, € [0,00), Cy < Dy and S; < Ty. Notice that, by
definition, S7 > 0 for superkernels (see Chacén, Montanero and Nogales,
2007).

In the following we show that both the exact optimal bandwidth gysg
and the exact bias-annihilating bandwidth gga converge to zero under very
general conditions. In particular, if L is a kernel of finite order (that is,
imy|(L) = [ |u”L(u)|du < oo and m,, (L) = [u”L(u)du # 0 for some even
number v), the convergence to zero takes place with no additional condi-
tions on f other than (D1). The same property occurs in the superkernel
case whenever the characteristic function of f has unbounded support.

Theorem 4. Assume conditions (L1) and (D1). If S, =0 or Dy = 0o we
have both gusg — 0 and gga — 0 as n — o0.

In the remaining case S;, > 0 and Dy < oo non-zero limits may occur.
In the next example we show that if we use a superkernel and the charac-
teristic function of the density has finite support then any positive number
is a possible limit for gysg or gpa.

Example 1. As in Chacén et al. (2007), consider the trapezoidal superk-
ernel given by L(z) = (r2?) ![cos z—cos(2z)] for z # 0 and L(0) = 3/(27),
whose characteristic function is ¢ (t) = Io1)(|t]) + (2 — |¢]) Ip2)(|t]), with
I4(t) standing for the indicator function of the set A, so that S, = T =
1. This kernel is symmetric, differentiable of any order, with bounded
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FIGURE 1. Fejér-de la Vallée-Poussin density (left) and the
convolution with itself (right).

square integrable derivatives, and such that L (0) = (=1)"?[zx(r +1)(r +
2)]71(2"% — 1), so that it fulfils condition (L1).

Consider also the Fejér-de la Vallée-Poussin density, defined as f(z) =
(r2?)71(1 — cosx) for x # 0 and f(0) = 1/(27), and let f,(z) = f(x/a)/a
for any a > 0; see Figure 1. This density is differentiable of any order,
with bounded square integrable derivatives. The characteristic function of
fais oy, (t) = (1 — alt]) I|-1/4,1/q(t), so that Cy, = Dy, = 1/a. Besides, we
easily obtain ¢, = (—=1)"/22[ra™ 1 (r + 1)(r + 2)(r + 3)] "

From (13) in Section 6 below we know that limsupg < a for both g =
gvse and g = gga. Also, using the formulas for the MSE in the Fourier
domain given in Section 6 it is not hard to show that, in this case, for
g € (0,51/Dy,] = (0, a] we have

B(g) = n_lg_r_lL(r)(O) —n 1y,
Vig) =2(n— 1)n73972r71R(L(7'))2,0,9(fa) + A,

where A € R is a constant depending on L, f,r and n, but not on g.
With the formulas for L) (0) and ), given above, it is clear that B(g) # 0
for g € (0, a], so that it should be ggy > a for every n € N and this, together
with the upper bound for the limsup, implies that ggpa — a as n — oc.
On the other hand, it can be shown that f * f(z) = 2(7z?) "} (z — sinx)
for x # 0 and fx* f(0) = 1/(3m), so that fx f is a symmetric and decreasing
density for z > 0, and the same is true for f, x f,. Therefore the function
g = Rpmy4(fa) is decreasing since from (9) in Section 6 we can write

Riponeoy(fa) =2 f3° LU (u)?(fx f.) (gu)du. This implies that for g € (0, a]
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the function MSE(g) = B%(g) + V(g) is decreasing and so, that gysg > a
for every n € N, leading to gyisg — a as n — .

4. The asymptotically optimal bandwidth

It is well known that the finite sample performance of Q@T(g) depends
strongly on the choice of the bandwidth ¢g. In practice, this choice is usually
based on the so called asymptotically optimal bandwidth, gy, that is, the
bandwidth that minimizes the main terms of an asymptotic expansion of
MSE(g) when ¢ tends to zero (see Jones and Sheather, 1991). In order
to present such an expansion, some additional conditions on the density f
and on the kernel L are needed.

(L2) L is a kernel of finite order v (even); that is, » = min{j € N, j >
1: m;(L) # 0}, so that m;(L) =0 for j = 1,2,...,v — 1. Besides,
(—1)"*m, (L) < 0.

(D2) The density f has bounded and continuous derivatives up to order
T4 uv.

Under conditions (L1), (L2), (D1) and (D2), if ¢ — 0 the bias and variance
of 1,.(g) given by (3) and (4), respectively, admit the asymptotic expansions

B(g) =n"'g~ ' LV(0) + g"Pryymi (L) /! =0~ +0(g")  (6)
and
Vig) = 4n_1Varf(r)(X1) +O0(n tg" +n2g %1,
Therefore,
MSE(g) = 4n~'Var f")(X1) + (n~'g™" ' LU(0) + g" 4y (L) /11)? (7)
Fo(n2g7r2 il g g,

and the asymptotically optimal bandwidth corresponds to the value of ¢
that makes the dominant term of the bias vanish, that is,

- V'L(r)(o) 1/(r+v+1)
o <_my(L)¢r+Vn) . ®)

Notice that the term inside the parenthesis is positive with our assump-
tions, since we have (—1)/2L"(0) > 0, (=1)0*/%y,,, > 0 and
(=1)"*m, (L) < 0.

As the practical choice of ¢ is usually based on this asymptotically opti-
mal bandwidth, gy, it is natural to wonder if g, is a good approximation of
the exact optimal bandwidth, gysg. In the following theorem we establish
the asymptotic equivalence between gy, gpa and gysg, and also the order
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of convergence to zero of the relative error go/gmse — 1, gsa/gvse — 1 and
go/gma — 1.

Theorem 5. Under assumptions (L1), (L2), (D1) and (D2) we have:

a) The bandwidths gusg, gpa and gy are all of the same order; that is,

r+uv+1)

0 < liminf nl/(r+”+1>gMSE < lim sup nt/( gMSE < 00,

0 < liminf nl/(H”H)gBA < lim sup nl/(”yﬂ)gBA < 0.
b) Additionally, if [ |u|L")(u)%du < oo then

go/gvse — 1 and  gpa/guse — 1.

c) Moreover, if |m,.s|(L) < oo and f has bounded continuous deriva-
tives up to order r + v + 2, then there exist constants C', D and E
such that

go/guse — 1 = Cn V(1 4 o(1)),

gea/guse — 1= Dn YU (1 4 o(1),
QO/QBA 1= En—min{r+1,2}/(r+u+1)(1 + 0(1))

From the previous result we see that asymptotically go and gga approxi-
mate gysy at the same rate. Using a simple Taylor expansion we can prove
that MSE(gy) and MSE(gpa) also approximate MSE(gysg) at the same
rate. In fact, for ¢ = go and g = gga we have MSE(g) — MSE(gnse) =
O(n~@v+2)/r+v+1)) " In the next result we restrict our attention to the order
of convergence to zero of MSE(gp) —MSE(gpa) which enables us to compare
the bandwidths gy and gga in the sense of the mean squared error.

Theorem 6. Under assumptions (L1), (L2) and (D1), if f has bounded
and continuous derivatives up to order r + v + 2, |m,.2|(L) < oo and

[ulPL"(u)?du < oo, then there exists a constant A such that
MSE(g()) . MSE(QBA) — AEn~ min{r+2y+2,2u+3}/(r+1/+1)(1 + 0(1))7

where E 1s the constant appearing in Theorem 5.

Explicit formulas for the constants C', D, E and A appearing in Theorems
5 and 6 are given in Section 6. From them we see that C' = D < 0 and
A < 0 for all densities f whenever r > 2, and also ' < 0 if the kernel
L is such that (—1)"/?m, »(L) < 0 (which is in particular true for the
Gaussian-based kernel L to be used in the next section). Consequently,
from an asymptotic point of view we conclude that gga is not only a better
approximation to gysg than gy but is also a better bandwidth than gy in
the MSE sense because in this case the constant AE appearing in Theorem
6 is strictly positive. As we will see in the next section, even for small and
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moderate sample sizes MSE(gpa) seems to be much closer to MSE(gusk)
than MSE(go).

A different situation may occur when r = 0. When the kernel L is of
order v, for all densities f satisfying [ f®)f2/ [ fWf — [ f2 > 0 (which
seems to be true for all sufficiently regular densities although we were
not able to prove it) the constants C' and D remain negative but in this
case C is always bigger than D which implies that £ > 0. Hence, the
asymptotically optimal bandwidth gy is a better asymptotic approximation
for gvse than gga. Also, we can prove that A < 0, so that in the MSE
sense it follows that asymptotically gy is better than gga too. Although
this is valid asymptotically, we will see in next section that for small and
moderate sample sizes gga may still be preferable to gy in some cases.

5. Case study: normal mixture densities

Our goal in this section is to compare the performance of the three
bandwidths, gyse, gsa and gp, in a non-asymptotic way. To this end
we work with the exact MSE formula within the class of normal mix-
ture densities, that is, the class of densities f that can be written as
f(x) = S0 wedg,(x — pg), where ¢(x) = (2m) V2 *"/2 for any z € R.
This class is very rich, containing densities with a wide variety of features,
such as kurtosis, skewness, multimodality, etc, and has been previously
used for computing exact errors in the context of kernel density estimation
(see Marron and Wand, 1992).

We are going to find an explicit formula for the MSE given in (5) in the
case where f is the aforementioned normal mixture density and L is the
Gaussian-based kernel of even order v considered in Wand and Schucany
(1990), given by L(z) = 2:420*1(_1)5(238!)—1 ¢>*)(2). Note that we only
need to obtain explicit formulas for LU)(0), Ry, ,(f), ¥r, Sr..(f) and
Ripmye04(f)-

For any even 1,79 € N, 1, po, u3 € R and o1 > 0,09 > 0,03 > 0, write

B - B B - - B 1/2
= {01 205 % (1 — p2)® 4 077052 (w1 — ps)? + 03 %05 (e — M3)2} ;

12
s={ort+ ottt = om0y e+ 03t b

and ,LL,Tf — . — fi. Then, for g = (p1, iz, p13) and & = (01, 02, 03) let us
denote
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Ly (i 0) = (21) 7205 (1) (010903) ZZOF (J1+ J2)

J1=0 j2=0
T1 T9 ‘ 1 1 —r1—j1 __—To—j2 ~—j1—j2
X\ ") Hyy (o ) Hyy gy (0y Nz) 02 o )
Ji/) \J2
where for any p € N we write OF(2p) = 2p— 1)(2p—3)---3-1 =
(2p)!(2Pp!)~1, OF(2p + 1) = 0 and Hy(x) the pth Hermite polynomial,
defined by Hp(x) = (=1)Pp")(z) /().
Theorem 7. For L(x) = Z:ﬁfl(—l)s@ss!)*l ¢ (z) and f(x) = S5 wy
Go,(x — pp) we have

v/2—1
Blg) = (~1)"n7lg 77 2m) 7 3 (<1)"(2"s) TOF (25 + 1)
s=0
k v/2—1
+ 5;1 wgwg/{(l —n ) z% (—1)8(253!)—%22;;;;))(uw) — ¢((TZZI(II’[’££/)}

V(g)=4(n—2)(n—1)n Z We, We, Wy,

01, L=1
v/2—1
X Z S+S 25+S S|S/!)71]25+7“,25’+7“(:uf17 Mty fotgs Oty (9)7 01, (9)7 0-53)
s5,8'=0
v/2—1
(n—1)n"? Z Wewy Z 1)+ (25 s15)
L= 5,8'=0

X ]28+r,28’+7“(0 0 s Jeers gy gaaﬁ’)

v/2-1 2
S S — 25+r
~ (tn—6)(n - n {g:www§% SUCRIRE o[]S

where gy = pg — pp and o3, = o7 + 05 for 6,0 =1,2,... k and for any
o > 0 we write o(g) = (¢ + ¢*)V/2.
For L and f as given in the previous theorem we can also write

v/2—1
go =27 /m)'P(r/2)! > OF (25 +r)(2°s) "y, Ln [V
s=0
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with

b
Urpw = > wewpdd ) ()

L 0=1

(see Section 6). The previous theorem allows us to compute gyggp and
gpa numerically, and therefore to compare the exact errors of the three
bandwidth sequences, MSE(gusg), MSE(gpa) and MSE(gp), in a non-
asymptotic way. In the following we restrict our attention to the case
v = 2. However, similar results were observed for all the considered higher
kernel orders.

To analyze the finite sample behaviour of gysg, gsa and gy we use some
of the 15 normal mixture densities introduced in Marron and Wand (1992).
Precisely, we focus on their normal mixture densities #1, #7 and #12, cor-
responding to the cases where the difficulty in estimating the density itself
is low, medium and high. In Figure 2 (left column) we show the relative
efficiencies [MSE(guse)/MSE(g)]'/? for ¢ = gga (solid lines) and g = go
(dashed lines) against log;y(n) for r = 0,2,4,6. As expected, for each of
g = gpa and g = g, the efficiency graphs are naturally placed in descending
order as r increases, that is, for ¢ = gga the top solid curve in each plot
corresponds to 7 = 0 and the bottom solid curve corresponds to r = 6, and
similarly for g = go. This reflects the fact that the approximations to gnse
given by gpa and gy get worse (in the MSE sense) as the degree of deriv-
ative r increases, as predicted by the asymptotic theory (see Theorems 5
and 6 above).

However, even though both MSE(gpa) and MSE(gg) exhibit the same
relative order of convergence to MSE(gysg), we can see in the left column
of Figure 2 that for small and moderate sample sizes there are striking
differences between gga and gg. Whereas for n > 10 and the cases r =
0,2,4,6 represented in Figure 2 the efficiency of gpa is always greater than
90%, showing that the loss in changing the goal from gysg to gpa is nearly
negligible, in some cases Figure 2 shows that the use of the bandwidth g
may lead to a very disappointing performance of the estimator.

The situation for low and medium density estimation difficulty (densities
#1 and #7 above) is very similar: gy is even more efficient than gga for
density #1 when r = 0, and it is also quite acceptable for » = 2, but for
r > 4 the efficiency of gy decays rapidly, and it is already lower than 70%
(for r = 4) or 50% (for r = 6) for sample size n = 100. This effect is even
more dramatic for the case of a difficult-to-estimate density as #12: for
sample size n = 100 the efficiency of gy is about 60% for » = 0 and it is
lower than 10% for r > 2.
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Our conclusion is that gy is indeed a bad surrogate for gysg, especially
for r > 4. This is quite a striking conclusion, since g, is the usual target
bandwidth for plug-in bandwidth selection methods for the estimation of
.

In the right column of Figure 2 we show the boxplots for the distribution
of zﬂr( g) /1, based on 500 generated samples of size n = 100. In each graph
we have vertical lines dividing the cases according to r = 0, 2,4, 6 and, for
each of these cases, we have three boxplots corresponding to the use of
the theoretical ¢ = guvsg, ¢ = ga and g = go in the estimator, from left
to right. We have also added a solid circle to each boxplot indicating the
sample mean of the distribution and a number on top with the square root
of the sample MSE of ¢,(g) /1.

The boxplots show the reasons for the bad efficiency results of gy. Al-
though this bandwidth is meant to annihilate the asymptotically dominant
bias term, it looks like gy does not get close to this goal for moderate sample
sizes, since @@T(go) clearly overestimates v, in mean, especially for r > 4.
Moreover, this occasionally large bias does not come with a reduction in
variance, since in fact z@r(go) is more variable than the other two estima-
tors. Both effects (in bias and variance) are highly stressed for the case
of density #12. In contrast, it is possible to observe how the estimator
using the bandwidth gga is unbiased, as it should be by definition, at the
expense of only a slightly increase of variance over gysg. Nevertheless, the
distributions of the estimator with gysg or gga are very similar.

In view of the results in this simulation study it is clear that bandwidth
selectors oriented to gga should give raise to much better performance than
the usual ones, which are designed to estimate gy. This is a subject that
we intend to study in detail in the future.

Remark 1. For the case v = 2 the exact MSE formula for normal mixture
densities can be found in Aldershof’s thesis (1991). However, we would like
to highlight that although this result was known before, its consequences
(as extracted from Figure 2) had not been fully explored yet.

6. Proofs
We start by presenting some properties of Ry, ,(f) and Sz, 4(f) as func-

tions of g. Let us denote ¢, ; = [ fU )£,
Lemma 1. Under assumptions (L1) and (D1), we have:

a) The function g — Ry ,4(f) is continuous and such that
limg o Rpg(f) =y [ L and limy_.oo " Ry, o(f) = L(0).
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b) The function g — Sp,4(f) is continuous and such that
lim, .0 Sp.g(f) = ¥r, ([ L)? and lim, . > +2S1,.,(f) = L(0)2.

Proof. Using the fact that LY and fU) are bounded and square inte-
grable, for 7 = 0,1, ..., r, and the same tools as in Hall and Marron (1987),
it is straightforward to check that we can write

Ringlf) = / L) (£ % F) (gu)du, (9)

with f(x) = f(—xz). Therefore, as [ € L; the continuity and the first
limit in part a) follow from the Dominated Convergence Theorem (DCT)
and the boundedness and continuity of the convolution product of square
integrable functions, together with the fact that (f) % £)(0) = 4,. For
the second limit, using again the DCT, together with the boundedness and
continuity of L") at zero, we obtain

lim ¢"" Ry ,.,(f) = lim // Ty )f (y)dzdy = L") (0)
g—00 g—00
as stated.

The proof of part b) can be obtained in a similar way. For the first limit
we start by writing

Strg(f /// gu —2) ") (gv — 2) f(z)dzdudv  (10)
// neofMe ﬂ(gu,gv)dudv,

where we are denoting

(@®809)(.2) = [ aly— )3 - 2y (a)ds,

Reasoning as in the proof of Theorem 21.33 in Hewitt and Stromberg
(1965), for «, 3,y € Ls it can be shown that a ® § ® v is a bounded
continuous function. Consequently, as f, f") € Lg (since they are bounded
and square integrable), we get the stated limit by using again the DCT,
together with the fact that (f*) © £ ® £)(0,0) = ,,. The second limit
again follows from a direct application of the DCT, since

Jim g2, (/) = glggo / / [ 1L (@) 0 (2
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Proof of Theorem 1. From the previous lemma, together with (3) and (4),
we conclude that B?(g) and V(g) are continuous functions such that
lim B*(g) = oo, lim B*(g) = ¢y, lmV(g)=o0, lim g"**V(g) =0.
g— g—00 9= g0
So the MSE function, which equals MSE(g) = B?(g)+V (g), is a continuous
function such that

lim MSE(g) = oo, lim MSE(g) = 2.

g—0 g—00 "

Therefore, to show that there exist a value gnse = guser(f) minimizing
the MSE function, it suffices to show that, for big enough g., we have
MSE(g.) < ¥?. So if we define

D(g) = MSE(g) — ¢ = [B*(g) — ¥] + V(9).

all that we need to show is that, for some p>0, we have lim, .., ¢ D(g) <0.
But using the previous lemma we have

lim g% **[B*(g) — ¢7] = —sig (¢, L(0)) - oc.

g—00
As our assumptions imply that sigt, = sig L(”(0) = (—=1)"/2, it immedi-
ately follows that lim, . ¢* "*[B*(g) —1?] = —oo. This, together with the
limit properties of the variance allows us to conclude that lim, ., ¢* *2D(g)
= —oo and so the proof is complete. O

Proof of Theorem 2. From the previous lemma, together with (3), we know
that B(g) is a continuous function such that

lim B(g) = (sig L (0)) - 00, lim B(g) = .

g— g—00
Again, our assumptions imply that sig ( — 1, - L(T)(O)) = —1, which yields
the proof using Bolzano’s theorem. O

Proof of Theorem 3. For g = gusg or ¢ = gpa, suppose that ng" ™! does

not converge to infinity. Then ng"™! has a subsequence which is upper
bounded by some positive constant C'. Therefore, along that subsequence
we have g — 0.
For g = gysg this implies that
lim sup MSE(gysg) > lim sup B2 (guse) = limsup(n ™ gyeg L7(0))?

n—od n—od n—oo

> (LO(0)/C) > 0,

which contradicts the fact that 0 < MSE(gusp) < MSE(nil/(T”)) — 0
that follows from (5) together with the previous lemma.
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Similarly, for g = gga we would obtain that

0= BQ(gBA) = lim sup BZ(gBA)

n—oo

— limsup(n gzh 'L"(0))? > (L"(0)/C)* > 0

n—oo

so that the result also follows by contradiction. O

Proof of Theorem 4. Let us prove the result for gyisg. Denote by Ay the
set of accumulation points of the sequence (gysg). Take 0 < A € Ay and
(gn,) a subsequence of (gysy) such that A = limy_, g,,,. Writing B(g;n)
and MSE(g;n) for B(g) and MSE(g), respectively, from equalities (3) and
(4) we get that, for fixed g > 0,

lim MSE(g;n) = Jgrolo BQ(g;n) = [Rr,4(f) — %]27

n—oo

so that using Lemma 1 and Theorem 3, we obtain
0 = lin(l)[RL,r,g(f) — ) = hm hm B*(g;ny) = hm lim MSE(g; ny)
g%

9—0 k—o0
> khjgo MSE(gy,; ni) > ]}LIl;lo BQ(gnk; n) = [Rpea(f) — ¥
Therefore
A C{AZ=0: R a(f) =00}
= {A >0 [ @01 — pr(tA)]dt = 0}, (11)

since from Parseval’s formula, together with ¢, (t) = (it)"p(t) (see
Butzer and Nessel, 1971, Proposition 5.2.19) we easily get that

by = (—1)" 2 / o (0)Pdt
0
and

Rupald) = (025 [ st et

0
Additionally, we also have

Sy T
A¢r C [O min (C’j D];)] (12)

This is because in fact, if A > 0 is such that A € Ay, from (11) we have

Cy 00
| ler®PL = putNidt =0 and [ o)L - eunde o
0 TrL/A
Taking into account that ¢y is a real function (for L being symmetric)
and such that 1 — ¢ (tA) > 0, from the first equality we conclude that
wr(s) =1 for all 0 < s < ACY, and then Sp > ACYy, that is, A < S/CY.
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From the second equality we have ¢(t) = 0 for all ¢ > Tp/\, and then
Df < TL/A, that is, A < TL/Df.
From (12) we finally get

Sr T,
0< hgisoljp gusE < min <Cf‘ DI;) (13)

which concludes the proof for gysk.

Similarly, notice that any A being an accumulation point of gga the equal-
ity Rz, A(f) — 1, = 0 should also hold, due to Theorem 3, the continuity
properties in Lemma 1 and the fact that B(gpa) = 0. Consequently, (13)
is also true for gga and so the desired result. O

As a tool for the proof of Theorem 5 we will need the following lemma,
which follows directly from expressions (9) and (10) for Ry ,,(f) and
St.rg(f), respectively, the differentiation theorem under the integral sign
and standard Taylor expansions.

Lemma 2. Under assumptions (L1), (L2), (D1) and (D2) we have:
a) The function g — Ry ,4(f) is differentiable with

RL,r,g(f) =, + 9V¢r+vm1/(L)/V! + O(gy)v
dRLg(f)/dg = g" " Prpymu(L) /(v — 1) +0(g" ).

Additionally, if |[m,.2|(L) < 0o and f has bounded continuous deriva-
tives up to order r + v + 2, the previous residual term o(g”) may be

replaced by 3" 2y yomyo(L) /(v + 2)! + o(g"T?).
b) If [|u|L")(u)*du < oo, the function g +— Rpmye04(f) is differen-
tiable and such that dRpoy20.4(f)/dg = o(1).

c) The function g — Sp,4(f) is differentiable and such that

dSprg(f)/dg = 29V_1¢r+1/,7"m1/([/)/(’/ —l+ O(QV_l)'
Proof of Theorem 5. a) From expansion (7) and taking for g the asymp-
totically optimal bandwidth (8), we easily get
p2v/ v+l (MSE(gO) — 4n_1Varf(r)(X1)) = o(1)
and then, as MSE(gnse) < MSE(go),

lim sup n/+r+1) (MSE(gMSE) — 4n_1Varf(T)(X1)> <oo. (14)
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Moreover, using the fact that gygg — 0 (that follows from Theorem 4, due
to condition (L.2)), from expansion (7) we also get

n2v/(r+v+l) (MSE(gMSE) — 4n1Varf(T)(X1))

2
((nl/(r—l—u—i—l)gMSE)—r—lL(T) (O) + (nl/(r—l—y—l-l)gMSE)umV(L)errV/y!)

+ 0 ((nl/(r—i—u—l—l)gMSE)—Qr—Z + (nl/(r—l—y—i—l)gMSE)u—r—l + (nl/(r—i—u—l—l)gMSE)QV) :

which contradicts (14) if lim inf n'/C+"+Ygyep = 0 or limsup n/ ) gyep

= 00. Therefore the proof for gysg is complete. The proof for gga can be
obtained in a similar way by noting that, using (6),

0 = u/(r+u+1)B(gBA)

= {(n"" W gpa) T LLO(0) + (T g ) my (L) V1L + o(1)).

b) From Lemma 2 and equalities (3) and (4) the functions B(g) and V (g),
and therefore MSE(g), are differentiable with

B'(g) = —(r+ 1)n~tg™ 2L(0) + vg" " rasmy (L) v+ o(g"")  (15)
and
V'(9) = 2c1,n tg" tmy, (L) /! — 2co,n 2 2 +o(n tg" T £ n2gTH ),
with ¢1, = V(Y — Yrpihy) and ca, = (20 + D)abg [(L0)? o

From these expansions together with (6), part a) of this result and equa-
tion MSE'(gumse) = 2B(guse) B (guse) + V' (guse) = 0 we obtain

ngniss B(guse) ngrise B (gusk)

=N gﬁgg V/(gMSE)/ 2

—Cir ngﬁgE”“m,,( )/V! + ca, guisE + (”91%@5” + gmse)  (17)

where

ngriseBlouse) = L (0) + ngyide™ ¥rrumy (L) /) +0(1)  (18)
and
ngvise B (9use)

= —(r + )LY(0) + v ngyigy bromy (L) /0! + o(1)

= (=1 + DILDO)] + v ngyse™ (Ve lmy (L)| /1) + o(1).

is such that liminf ngyjes| B (guse)| > 0. Therefore, from (17) we finally

get
LU(0) + nglige " my, (L) V! = o(1), (19)



20 J.E. CHACON AND C. TENREIRO

that concludes the proof for gysg. Also, notice that from 0 = nggj;lB (9BA)
and (6) we obtain the same formula as in (19) with gga instead of gusp
and thus the limit go/gsa — 1 and, consequently, gga/guvse — 1.

¢) Using the fact that f has a bounded derivative of order r + v + 2,
from Lemma 2 we know that the residual term o(g”) appearing in the
expansion of B(g) can be replaced by O(g”"2). This enables us to improve
the order of convergence of the residual term in equation (18) which can
be replaced by O(g3sg) = 0(guse). Using again equation (17) and the fact
that ngi i B' (guse) = —c3,(1 4+ o(1)), where ¢z, = (r + v + 1)L1(0), we
get

L(0) + ngyfss™ trwmu (L) /1!
= cl,rc?:}n ngaany 2my, (L) /v! — Cz,rcgj gMsE + 0(guisE) -
Taking into account that gy satisfies the equality
LO0) + ngf ey ymy (L) ! = 0, (20)
for some g between gy and gyisg we have

n(r+v+1)g""(g0/ guse — 1)brmi (L) V!
— —clﬂncg,}a ngsray my, (L) /v! + czrcg’}a + o(1).
In order to conclude it suffices to remark that n'/+*+1g = ¢ (1 + o(1))

where ¢ *"*t = —pILM(0)/(my,(L),4,). Therefore, the announced con-
0,r +

vergence for go/guse — 1 takes place with

C = CL’r’y(f) = _CO,rcg_ﬂzn{CZ,r + 41/(¢V,0¢;1 o ¢0)L(0)5r0}7

where 0,( is the Kronecker symbol, that is, 6, = 1 for r = 0 and 6,0 = 0
for r # 0.

On the other hand, starting from 0 = ngyi' B(gsa) and using (6) with
the residual term o(g") replaced by O(g"?) we come to

L(0) + nggy pymy (L) /0! = gghler + Olnggy ™). (21)

Reasoning as before we conclude that the announced convergence for
gBa/gmse — 1 takes place with

D = DL,r,y(f) - _CO,TCzI:?«{CQ,r + (4V(77b1/,077b;1 - ¢0) + (V + 1>¢0)L(0>5r0}

Finally, using the fact that f has a bounded continuous derivative of order
r+ v+ 2, from Lemma 2 we know that the residual term o(g”) appearing
in the expansion of B(g) can be replaced by ¢" ", 0m,o(L) /(v +2)! +
0(g"*?) which enables us write the residual term in equation (21) more
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precisely. Together with equation (20) we conclude that the announced
convergence for go/gpa — 1 takes place with

E=Ep.(f)=—c rcgr{06+y+2¢r+u+2mu+2(L)/(V +2)I(1 = 0y0) — thodro}-

U

The orders of convergence for the higher order derivatives of Ry, 4(f),

Ripmyo4(f) and Sz,4(f) given in the next lemma will be used in the

proof of Theorem 6. They follow directly from expressions (9) and (10),

the differentiation theorem under the integral sign and standard Taylor
expansions.

Lemma 3. Under assumptions (L1), (L2) and (D1), if f has bounded
and continuous derivatives up to order r + v + 2, |m,.2|(L) < oo and
JuPL(u)*du < oo, then the functions g — Rp,g(f), g — Rzmyzo,(f)
and g — St.r4(f) are three-times differentiable with
A Rppg(f)/dg® = O(g""),  d’Rp.y(f)/dg’ = O(g"?).
d2R(L<7‘>)2,o,g(f)/d92:O(l)» ng(L(T)QOg( )/dg = 0(1),
d*Sprg(f)/dg” = O(g"?),  d*Spry(f)/dg’ = O(g"?).

Proof of Theorem 6. From Lemmas 2 and 3 and equalities (3) and (4) the
functions B(g) and V(g), and therefore MSE(g), are three-times differen-
tiable with
B"(g)=0(n"'g" 7 +¢"%), B"(g)=0(n""g" " +¢"7)
and
V//(g) _ O(n72972r 3 +n ].gl/ 2)7 V///(g) _ O(n72g72r 4 +n 1gl/ 3)
Moreover, a Taylor expansion for g — MSE(g) around g = gpa leads to

MSE(gy) — MSE(gsa) = MSE'(g5a)9BA(90/98A — 1)

+ MSE"(g84)g5a(90/98a — 1)°/2 + MSE"(§) g4 (90/ 984 — 1)°/3!,

for some g between gy and gga. Taking into account that B(gga) = 0 and
nt/ 0+ gp s = ¢y, (1 + 0(1)), from the previous orders of convergence for
B"(g), B"(g), V"(g) and V" (g), the expansions (15) and (16) for B'(g)
and V'(g), respectively, and Theorem 5.c¢), we get

MSE (gBA)gBA _ CO rr 1d n (21/+1)/(r+1/+1)(1 + 0(1))7
MSE”(QBA)QBA(QO/QBA 1) _ 260 2r— 26% TE n- mln(r+2y+1,2y+2)/(r+u+1)(1+0(1>>

and
MSE"(§)g5a(g0/gsa — 1)* = O(n~ B2/ttt
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where d, = —2{co, + 4v (¥, 00,1 — 19)L(0)d,0} and the constants cq ., o
and c3, are defined in the proof of Theorem 5. Therefore, from Theorem
5.c), the announced convergence for MSE(gO) MSE(gpa) will take place

with A = Ap,.(f) = ¢, 2 g dy + 3,00} O

Proof of Theorem 7. As noted previously, to obtain an explicit formula
for the MSE function we just need to provide explicit formulas for L") (0),

Rrrg(f)s ¥r, Sprg(f) and Rpmyz2,4(f). From Fact C.1.6 in Appendix C
in Wand and Jones (1995) We already have

v/2—1
LO(0) = ) (=1)%(2%!) " (=1)* /2 (2m) " V2OF (25 + 1)
s=0
v/2—1

= (=1)2@2m) 2y (2°s1) T OF (25 + 7).

Also, using Fact C.1.12 there, taking into account that r is even,

= [ 1@ sy Z wwe [ 6@ = )by — o)

LU=

k
= Z wgwg/qb((:;il (lugg/) .

0,0=1

And from the same result and Fact C.1.11 we have

k v/2—1
= 3w 30 (@) [ [0 6 = )] - =
00=1 s=0
k v/2—1
S/AS — 2s+r
= g; wewe z% (—1)°(2°s)~" /qbf,,z(;) )(x — ) @0, (T — po)dzx
J'=1 s=
k v/2—1
= D wawe 3 (<127 0 ()
00=1 5=0

and so, the formula for the bias is complete.
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On the other hand, Theorem 6.1 in Aldershof et al. (1995) with m = 3
and r3 = 0 states that

/qﬁfﬁ”(ﬂc — )5 (& — p2) by (& — pa)d = Ly (i o). (22)

But we have Lg « f =30 wy ZV/2 H=1)s(28s)) be;;)r)(‘ — pu¢) so that

from (22) we obtain

Stoalh) = [ (L)) 5 128

k v/2—1

Z Wy, We, Wy, Z (—=1)¥F (25 sl 7!
Lyl 03=1 5,5'=0

25+7" 25" +r
< [ O =)o = ) o = )

v/2—1

S, 3 (<1 (@ )
€1,€2,€3:1 S,S’ZO

X 125+7“,25'+7“(//L€1 ) ,u’fg ) /'1’63 ; 0-61 (g) ) O-fz (g) ) 0-63) .

For the remaining term, it is easy to check that

k
= Z WWer g, (2 — for).

00=1

Also, we know that

972T71R(L<7'>)2,Og // ) f (@) f(y)dxedy
— [@PE = e

so that in the normal mixture case we have

972“13@@))2 0,9(f)
v/2—1

_ Z wpwp Z )s—i—s (23+s S'S/' /¢ 25—1—7“ ¢g25 +r)(Z)qbgM,(Z—/ng/)dZ

(0= 5,8'=0

so we conclude again by using formula (22) with puy = ps = 0, pus = e
and o1 = 09 = g, 03 = oyp. O
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