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1. Introduction and notation

Let $\mu$ be a positive Borel measure with infinite support on the unit circle $T = \{e^{i\theta} : \theta \in [0, 2\pi]\}$ with moments

$$c_k = \frac{1}{2\pi} \int_0^{2\pi} z^{-k} d\mu, \quad k \in \mathbb{Z}, \quad z = e^{i\theta},$$

satisfying $c_k \in \ell^1(T)$, for all $k \in \mathbb{Z}$, and $\bar{c}_k = c_{-k}$, for all $k \geq 0$, where the bar denotes the complex conjugate. With $\mu$ one associates the Carathéodory function, defined by

$$F(z) = \frac{1}{2\pi} \int_0^{2\pi} \frac{e^{i\theta} + z}{e^{i\theta} - z} d\mu(\theta),$$

and the sequence of orthogonal polynomials with respect to $\mu$, called orthogonal polynomials on the unit circle (OPUC),

$$\frac{1}{2\pi} \int_0^{2\pi} \phi_n(z)\overline{\phi_m(z)} d\mu = h_n \delta_{n,m}, \quad z = e^{i\theta}, \quad h_n \geq 0, \quad n, m \geq 0. \quad (1)$$

If $\mu$ is absolutely continuous associated with a weight $w$, then we say that $\{\phi_n\}$ is orthogonal with respect to $w$.
Throughout this paper we will consider that $\phi_n$ is monic, for all $n \in \mathbb{N}$, thus $\{\phi_n\}$ will be called a monic orthogonal polynomial sequence and it will be denoted by MOPS.

Note that
\[
\phi_0(z) = 1, \quad \phi_n(z) = \frac{1}{\Delta_{n-1}} \begin{vmatrix} c_0 & \overline{c}_1 & \cdots & \overline{c}_n \\ \vdots & \vdots & \ddots & \vdots \\ c_{n-1} & c_{n-2} & \cdots & \overline{c}_1 \\ 1 & z & \cdots & z^n \end{vmatrix}, \quad n \in \mathbb{N},
\]

where $\Delta_n$ is the minor of the Toeplitz matrix associated with $\mu$, defined as
\[
\Delta_{-1} = 1, \quad \Delta_0 = c_0, \quad \Delta_n = \begin{vmatrix} c_0 & \cdots & c_n \\ \vdots & \ddots & \vdots \\ \overline{c}_n & \cdots & c_0 \end{vmatrix}, \quad n \in \mathbb{N}.
\]

The numbers $a_n = \phi_n(0)$, $n \in \mathbb{N}$, known as reflection parameters, satisfy
\[
1 - |a_n|^2 = \frac{\Delta_n \Delta_{n-2}}{\Delta_{n-1}^2}, \quad n \in \mathbb{N}.
\]

The associated polynomials of the second kind are defined by
\[
\Omega_0(z) = 1, \quad \Omega_n(z) = \frac{1}{2\pi} \int_0^{2\pi} \frac{e^{i\theta} + z}{e^{i\theta} - z} (\phi_n(e^{i\theta}) - \phi_n(z)) \, d\mu(\theta), \quad n \geq 1,
\]

and the functions of the second kind are given by
\[
Q_n(z) = \frac{1}{2\pi} \int_0^{2\pi} \frac{e^{i\theta} + z}{e^{i\theta} - z} \phi_n(e^{i\theta}) \, d\mu(\theta), \quad n = 0, 1, \ldots
\]

Throughout the text we will use the matrices $Y_n$ defined as
\[
Y_0 = \begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix}, \quad Y_n = \begin{bmatrix} \phi_n & -\Omega_n \\ \phi_n^* & \Omega_n^* \end{bmatrix}, \quad n \in \mathbb{N},
\]

where $\phi_n^*$ and $\Omega_n^*$ denote the reciprocal polynomial of $\phi_n$ and $\Omega_n$, respectively. We recall that the reciprocal polynomial $p^*$ of a polynomial $p$ of exact degree $n$ is defined by $p^*(z) = z^n \overline{p}(1/z)$. We write the Szegő recurrence relations in the matrix form (see [14]),
\[
Y_n = \mathcal{A}_n Y_{n-1}, \quad \mathcal{A}_n = \begin{bmatrix} z & a_n \\ z a_n & 1 \end{bmatrix}, \quad n \in \mathbb{N}.
\]
where $A_n$ are the so-called transfer matrices. It is well known that the reflection parameters describe completely the sequence of orthogonal polynomials, $\{\phi_n\}$, in (4) they satisfy $|a_n| < 1$, for all $n \in \mathbb{N}$ and, conversely, given an arbitrary sequence of complex numbers $(a_n)$ with the only restriction $|a_n| < 1$, for all $n \in \mathbb{N}$, the polynomials $\phi_n$ defined by (4) are orthogonal with respect to a unique probability measure with infinite support on $\mathbb{T}$ such that $a_n = \phi_n(0)$, for all $n \in \mathbb{N}$ (see [9]).

The present paper deals with measures supported on the unit circle whose corresponding Carathéodory function satisfies a Riccati type differential equation

$$zAF' = BF^2 + CF + D, \ A \neq 0.$$  \hfill (5)

where $A, B, C, D$ are co-prime polynomials. The class of Carathéodory functions satisfying (5) and the corresponding sequences of orthogonal polynomials is known as the Laguerre-Hahn class on the unit circle (see [3, 5]). Some well-known families of polynomials on the unit circle orthogonal with respect to Carathéodory functions of this type are the Laguerre-Hahn affine orthogonal polynomials, which correspond to the case $B \equiv 0$ in (5), as well as the semi-classical orthogonal polynomials, which correspond to the case $B \equiv 0$ and $D$ a specific polynomial in (5). Also, fractional linear transformations of the above mentioned Carathéodory functions are members of the Laguerre-Hahn class, whenever the resulting transformation is a Carathéodory function.

The aim of this work is twofold: on the one hand, to study difference equations for the reflection parameters of Laguerre-Hahn OPUC, and on the other hand, to study continuous equations that follow when deformations of Laguerre-Hahn Carathéodory functions occur through a dependence on a certain parameter, $t$.

So far, the analysis of orthogonal polynomials with respect to deformed measures via a $t$—dependence parameter has been carried out for the semi-classical class. This has been done in a vast list of papers, and we refer the reader to [2, 10, 11, 12, 15, 16]. It is well-known the connection of semi-classical orthogonal polynomials with integrable systems, Painlevé equations (discrete and continuous) Toda lattices, monodromy theory (see the introduction of [11, 12, 15, 16] and its list of references). For example, in [11, 12] continuous Painlevé equations were found from the reflection parameters of semi-classical orthogonal polynomials on the unit circle.
This paper is organized as follows: in Section 2 we begin by presenting differential systems for the matrices \( Y_n \) corresponding to Carathéodory functions satisfying (5) (cf. Theorem 1). Then we shown that compatibility between the above mentioned differential system and the recurrence relation written in the matrix form (4) leads to semi-discrete Lax equations for the corresponding matrices \( A_n \) in (4) (cf. Corollary 2). In Section 3 we study the \( t \)-dependent case. In Section 4 we present an example: we study the reflection parameters of the sequence of OPUC with respect to a non semi-classical measure, the sum of a Jacobi measure with the Lebesgue measure on the unit circle.

Throughout the paper we will use \( f' \) to denote the derivative of \( f \) with respect to \( z \) and \( \dot{f} \) to denote the derivative of \( f \) with respect to \( t \).

2. Differential linear system for Laguerre-Hahn OPUC and discrete Lax equations

We begin by presenting a differential linear system for Laguerre-Hahn orthogonal polynomials. The differential relations (5) that follow were deduced in [4, Theorem 3], thus we omit here the proof of it.

**Theorem 1** ([4]). Let \( F \) be a non-rational Carathéodory function, let \( \{Y_n\} \) be the corresponding sequence defined by (3) and let \( Q_n = \begin{bmatrix} -Q_n^* \\ Q_n \end{bmatrix} \), \( n \geq 1 \).

The following statements are equivalent:

(a) \( F \) satisfies the differential equation with polynomial coefficients

\[
zAF' = BF^2 + CF + D ;
\]

(b) \( \{Y_n\} \) and \( \{Q_n\} \) satisfy

\[
zAY'_n = B_nY_n - Y_nC \tag{7}
\]

\[
zAQ'_n = (B_n + (BF + C/2) I) Q_n , \quad n \in \mathbb{N} , \tag{8}
\]

where \( B_n \) are matrices of bounded degree polynomials,

\[
B_n = \begin{bmatrix} l_{n,1} & -\Theta_{n,1} \\ -\Theta_{n,2} & l_{n,2} \end{bmatrix} , \tag{9}
\]

and

\[
C = \begin{bmatrix} C/2 & -D \\ B & -C/2 \end{bmatrix} . \tag{10}
\]
Remark. Eqs. (7) are particular cases of matrix Riccati equations, known as matrix Sylvester differential equations (see [1, 17]).

As a consequence of the previous Theorem the following result holds (see [4, Theorem 4] and [11, Corollary 2.4]).

Theorem 2. Let \( \{\phi_n\} \) be a MOPS with respect to a weight \( w \), let \( \{Q_n\} \) be the sequence of functions of the second kind, and

\[
\hat{Y}_n = \begin{bmatrix} \phi_n & -Q_n/w \\ \phi_n^* & Q_n^*/w \end{bmatrix}, \quad n \geq 1.
\]

Then,

\[
\frac{w'}{w} = \frac{C}{zA}
\]

if, and only if, \( \hat{Y}_n \) satisfies

\[
zA\hat{Y}'_n = (B_n - C/2 I)\hat{Y}_n, \quad n \in \mathbb{N},
\]

where \( B_n \) is the matrix associated with the equation \( zAF' = CF + D \) satisfied by the Carathéodory function of \( w \).

Corollary 1 ([4]). Under the conditions of the preceding theorem, the matrix \( B_n \) given by (9) satisfies

\[
\text{tr}(B_n) = nA, \quad n \in \mathbb{N},
\]

\[
\text{det}(B_n) = \text{det}(B_1) - A \sum_{k=1}^{n-1} l_{k,2}, \quad n \geq 2,
\]

where \( \text{tr}(B_n) \) and \( \text{det}(B_n) \) denote the trace and the determinant of \( B_n \), respectively, and

\[
\text{det}(B_1) = A \left( 2zAa_1 - h_1(D + B) + C(|a_1|^2 + 1) \right)/(2h_1) + BD - C^2/4,
\]

\( a_1 = \phi_1(0), \quad h_1 = 1 - |a_1|^2 \).

Corollary 2 ([4]). Eqs. (7) are equivalent to the discrete Lax equations

\[
zA\mathcal{A}'_n = B_n\mathcal{A}_n - \mathcal{A}_nB_{n-1}, \quad n \geq 2,
\]

Proof: To prove that (7) implies (15) we use the matrix form of the recurrence relation (4) to get a compatibility relation that yields (15) (this was done in [4, Corollary 3]).

To prove the converse, let us multiply (15) by \( Y_{n-1} \). Then we obtain

\[
zA(\mathcal{A}_nY_{n-1})' - zA\mathcal{A}_nY_{n-1}' = B_n\mathcal{A}_nY_{n-1} - \mathcal{A}_nB_{n-1}Y_{n-1}.
\]
Taking into account the recurrence relations (4) we get
\[ zAY'_n - B_n Y_n = A_n (zA\dot{Y}'_{n-1} - B_{n-1}Y_{n-1}). \]
Iterating we get
\[ zAY'_n - B_n Y_n = A_n \cdots A_2 (zA\dot{Y}'_1 - B_1Y_1). \]
Using \( A_n \cdots A_2 = Y_nY_1^{-1} \) in the preceding equation yields \( zA\dot{Y}'_n = B_n Y_n - Y_n\tilde{C} \) with \( \tilde{C} = -Y_1^{-1}(zA\dot{Y}'_1 - B_1Y_1), n \geq 2. \)

3. Differential equations for deformed Laguerre-Hahn

Henceforth we consider Carathéodory functions satisfying differential equations \( zAF' = BF^2 + CF + D \), where \( A, B, C, D \) are co-prime polynomials now depending on a parameter \( t \) (we consider a general \( t \)-dependence). Notice that the corresponding orthogonal polynomials, as well as its reflection parameters, will then also depend on \( t \). Thus, one of the topics to be studied is the \( t \)-differential equations satisfied by the reflection parameters.

**Theorem 3.** Let \( F \) satisfy \( zAF' = BF^2 + CF + D \), where \( A, B, C, D \) are polynomials that depend on a parameter, \( t \), and let the corresponding \( Y_n \) satisfy the matrix Sylvester equations \( zA\dot{Y}'_n = B_n Y_n - Y_n\tilde{C}, n \geq 1 \), and let \( \mathcal{L} \) be a nonsingular matrix such that \( zA\dot{\mathcal{L}}' = \mathcal{C}\mathcal{L} \). Then, the matrices \( H_n \) defined by
\[ H_n = (\dot{Y}_n + Y_n\dot{\mathcal{L}}^{-1})Y_n^{-1}, n \geq 1, \quad (16) \]

satisfy
\[ \frac{\partial}{\partial t} \left( \frac{B_n}{zA} \right) = H'_n + H_n \frac{B_n}{zA} - \frac{B_n}{zA} H_n, n \geq 1. \quad (17) \]

Furthermore,
\[ \dot{A}_n = H_n A_n - A_n H_{n-1}, n \geq 1, \quad (18) \]

where \( A_n \) are the transfer matrices corresponding to \( \{Y_n\} \).

**Proof:** Firstly we deduce (17).

On the one hand, taking derivatives with respect to \( z \) in (16), we have
\[ \frac{\partial(\dot{Y}_n)}{\partial z} = H'_n Y_n + H_n Y'_n - Y'_n(\dot{\mathcal{L}}^{-1}) - Y_n(\dot{\mathcal{L}}^{-1})'. \]

If we use \( zA\dot{Y}'_n = B_n Y_n - Y_n\tilde{C} \) and
\[ (\dot{\mathcal{L}}^{-1})' = \frac{\partial}{\partial t} \left( \frac{\mathcal{C}}{zA} \right) + \frac{\mathcal{C}}{zA} \dot{\mathcal{L}}^{-1} - \dot{\mathcal{L}}^{-1} \frac{\mathcal{C}}{zA} \]
in the previous equation there follows

\[
\frac{\partial (\dot{Y}_n)}{\partial z} = H'_n Y_n + \mathcal{H}_n \left( \frac{B_n}{zA} Y_n - Y_n \frac{C}{zA} \right) - \left( \frac{B_n}{zA} Y_n - Y_n \frac{C}{zA} \right) (\mathcal{L}\mathcal{L}^{-1}) - Y_n \frac{\partial}{\partial t} \left( \frac{C}{zA} \right) - Y_n \frac{C}{zA} \mathcal{L}\mathcal{L}^{-1} + Y_n \mathcal{L}\mathcal{L}^{-1} \frac{C}{zA}.
\]  

(19)

On the other hand, taking derivatives with respect to \(t\) in \(z A Y'_n = B_n Y_n - Y_n C\), we get

\[
\frac{\partial (Y'_n)}{\partial t} = \frac{\partial}{\partial t} \left( \frac{B_n}{zA} \right) Y_n + \frac{B_n}{zA} \dot{Y}_n - \dot{Y}_n \frac{C}{zA} - Y_n \frac{\partial}{\partial t} \left( \frac{C}{zA} \right),
\]

and the use of (16) in the preceding equation yields

\[
\frac{\partial (Y'_n)}{\partial t} = \frac{\partial}{\partial t} \left( \frac{B_n}{zA} \right) Y_n + \frac{B_n}{zA} (\mathcal{H}_n Y_n - Y_n \mathcal{L}\mathcal{L}^{-1}) - (\mathcal{H}_n Y_n - Y_n \mathcal{L}\mathcal{L}^{-1}) \frac{C}{zA} - Y_n \frac{\partial}{\partial t} \left( \frac{C}{zA} \right).
\]  

(20)

The compatibility of (19) and (20) gives

\[
\mathcal{H}'_n Y_n + \mathcal{H}_n \frac{B_n}{zA} Y_n = \frac{\partial}{\partial t} \left( \frac{B_n}{zA} \right) Y_n + \frac{B_n}{zA} \mathcal{H}_n Y_n.
\]

Since \(Y_n\) is nonsingular, for \(z \neq 0\), there follows (17).

To deduce (18) we use the recurrence relation (4),

\[
\frac{\partial}{\partial t} (A_n Y_{n-1}) = \mathcal{H}_n A_n Y_{n-1} - A_n Y_{n-1} \mathcal{L}\mathcal{L}^{-1},
\]

thus obtaining

\[
\dot{A}_n Y_{n-1} + A_n \dot{Y}_{n-1} = \mathcal{H}_n A_n Y_{n-1} - A_n Y_{n-1} \mathcal{L}\mathcal{L}^{-1}.
\]

The use of (16) to \(n - 1\) in the above equation yields

\[
\dot{A}_n Y_{n-1} = \mathcal{H}_n A_n Y_{n-1} - A_n \mathcal{H}_{n-1} Y_{n-1}.
\]

Since \(Y_n\) is nonsingular, for \(z \neq 0\), there follows (18). \(\blacksquare\)

**Remark.** We have proceeded in similarity with [16], that is, we started by defining a matrix \(\mathcal{H}_n\), in (16), and then Eq. (17) was deduced. Note the similarity between our Eq. (17) and [16, Eq. (24)] that holds for the semi-classical class (see also [11]).
Remark. Equations (17) and (18) enclose differential equations in $t$ for the corresponding sequences of reflection parameters.

Further properties of $\mathcal{H}_n$ follow. We denote by $\mathcal{H}_n^{(i,j)}$ the element in position $(i, j)$ of the matrix $\mathcal{H}_n$.

**Lemma 1.** Let $\mathcal{H}_n$ be given by (16). The following assertions hold:

(i) For all $n \in \mathbb{N}$, $\text{tr}(\mathcal{H}_n)$ does not depend on $z$. Furthermore,

$$\text{tr}(\mathcal{H}_n) = \frac{h_n}{h_n} + \text{tr}(\dot{\mathcal{L}} \mathcal{L}^{-1}),$$

(21)

where $h_n$ is the same constant appearing in (1).

(ii) For all $n \in \mathbb{N}$,

$$\det(\mathcal{H}_n) = \det(\mathcal{H}_1) + \sum_{k=2}^{n} \xi_k,$$

(22)

with $\xi_k = -\frac{1}{1-|a_k|^2} \left( |\dot{a}_k|^2 (1 + \text{tr}(\mathcal{H}_1) + \frac{\partial}{\partial t} \log(a_k/a_1)) + \dot{a}_k \mathcal{H}^{(2,1)}_{k-1} - \frac{1}{z} \dot{a}_k z \mathcal{H}^{(1,2)}_{k-1} \right)$. 

**Proof:** From (17) we have

$$\frac{\partial}{\partial t} \left( \frac{l_{n,1}}{z A} \right) = (\mathcal{H}_n^{(1,1)})' + \frac{1}{z A} \left( \Theta_{n,1} \mathcal{H}_n^{2,1} - \Theta_{n,2} \mathcal{H}_n^{1,2} \right)$$

(23)

and

$$\frac{\partial}{\partial t} \left( \frac{l_{n,2}}{z A} \right) = (\mathcal{H}_n^{(2,2)})' + \frac{1}{z A} \left( -\Theta_{n,1} \mathcal{H}_n^{(2,1)} + \Theta_{n,2} \mathcal{H}_n^{(1,2)} \right).$$

(24)

Summing (23) with (24) gives us

$$\frac{\partial}{\partial t} \left( \frac{l_{n,1} + l_{n,2}}{z A} \right) = (\mathcal{H}_n^{(1,1)})' + (\mathcal{H}_n^{(2,2)})'.$$

Taking into account (13) we have $l_{n,1} + l_{n,2} = nA$, thus we get

$$\frac{\partial}{\partial t} \left( \frac{n}{z} \right) = (\mathcal{H}_n^{(1,1)})' + (\mathcal{H}_n^{(2,2)})',$$

thus,

$$(\mathcal{H}_n^{(1,1)} + \mathcal{H}_n^{(2,2)})' = 0,$$

and we conclude that $\mathcal{H}_n^{(1,1)} + \mathcal{H}_n^{(2,2)}$ does not depend on $z$. 

Now, let us write \( \dot{\mathcal{L}}^{-1} = \begin{bmatrix} \varepsilon_1 & \varepsilon_2 \\ \varepsilon_3 & \varepsilon_4 \end{bmatrix} \). From (16) we have

\[
\mathcal{H}^{(1,1)}_n + \mathcal{H}^{(2,2)}_n = \frac{1}{2h_n z^n} \left( \Omega_n \dot{\phi}_n + \phi^*_n \dot{\Omega}_n + \Omega_n \dot{\phi}_n^* + \phi^*_n \dot{\Omega}_n^* \right)
+ \frac{1}{2h_n z^n} \left( \varepsilon_1 (\phi_n \Omega^*_n + \phi^*_n \Omega_n) + \varepsilon_4 (\phi_n \Omega^*_n + \phi^*_n \Omega_n) \right),
\]

that is,

\[
\mathcal{H}^{(1,1)}_n + \mathcal{H}^{(2,2)}_n = \frac{1}{2h_n z^n} \frac{\partial}{\partial t} \left( \phi_n \Omega^*_n + \phi^*_n \Omega_n \right) + \frac{(\varepsilon_1 + \varepsilon_4) (\phi_n \Omega^*_n + \phi^*_n \Omega_n)}{2h_n z^n}.
\]

Taking into account that \( \phi_n \Omega^*_n + \phi^*_n \Omega_n = 2h_n z^n \), we obtain (21).
Eq. (22) follows from the use of (18).

4. A non semi-classical example: the sum of a Jacobi measure and the Lebesgue measure on the unit circle

We begin by considering the Jacobi weight given by modified by a parameter \( t \),

\[
w_{\alpha,\beta}(z) = t^\alpha z^{-\alpha-\beta} (z + 1)^{2\beta} (z + 1/t)^{2\alpha} \times \begin{cases} 1, & \theta \notin ]\pi - \phi, \pi[ \\ 1 - \varsigma, & \theta \in ]\pi - \phi, \pi[ \end{cases},
\]

where \( \phi \in [0, 2\pi[, \beta_1, \beta_2, \alpha, \varsigma \in \mathbb{R}, \beta = \beta_1 + i\beta_2, 2\beta_1 > -1, 2\alpha > -1, \varsigma < 1, t = e^{i\phi} \). \( w_{\alpha,\beta} \) is real and positive on \( T \) and it is semi-classical, \( w'_{\alpha,\beta} = C_z \), with

\[
zA(z) = z(z+1)(z+1/t),
\]

\[
C(z) = (\alpha + \beta)z^2 + (\alpha - \beta + \beta - \alpha/t)z - \alpha + \beta\frac{1}{t}.
\]

The corresponding Carathéodory function, henceforth denoted by \( F_{\alpha,\beta} \), satisfies

\[
zAF'_{\alpha,\beta} = CF_{\alpha,\beta} + D,
\]

where \( D \) is a polynomial.

We define the measure \( \mu \) as

\[
d\mu = w_{\alpha,\beta} \, d\theta + \frac{d\theta}{2\pi}.
\]
and we denote its Carathéodory function by $F$. It is well-known that $F$ is Laguerre-Hahn affine, non semi-classical (see [3, 6]).

**Remark.** The sequence of MOPS with respect to (29) are related to perturbation of diagonals of Toeplitz matrices (see [7]). If we denote the Toeplitz matrix of $w_{\alpha,\beta}$ by $T_{w_{\alpha,\beta}}$, then the Toeplitz matrix associated with $\mu$, $T$, satisfies

$$T = I + T_{w_{\alpha,\beta}},$$

where $I$ is the identity matrix. The above identity follows taking into account that the moments of $\mu$ are defined in terms of the moments $w_{n}^{\alpha,\beta}$ of $w_{\alpha,\beta}$ by $c_{n} = w_{n}^{\alpha,\beta} + \delta_{n,0}$, $n \in \mathbb{Z}$.

**Difference equations.**

**Lemma 2.** Let $\mu$ be the measure given in (29), let $F$ be its Carathéodory function, and let $\phi_{n}(z) = z^{n} + \tau_{n} z^{n-1} + \ldots + \gamma_{n} z + a_{n}$ be the corresponding MOPS, $n \geq 1$. Then,

$$z AF' = CF + D_{1},$$

with $A, C$ given in (26), (27) and $D_{1} = D - C$, with $D$ given in (28). The corresponding $\{Y_{n}\}$ defined in (3) satisfies $z A Y'_{n} = B_{n} Y_{n} - Y_{n} C$, $n \geq 1$, with

$$C = \begin{bmatrix} C/2 & -D_{1} \\ 0 & -C/2 \end{bmatrix},$$

and $B_{n} = \begin{bmatrix} l_{n,1} & -\Theta_{n,1} \\ -\Theta_{n,2} & l_{n,2} \end{bmatrix}$, where

$$l_{n,1}(z) = \left(n + \frac{\alpha + \beta}{2}\right) z^{2} + \xi_{n,1} z + \frac{2n + \alpha + \beta}{2t},$$

$$l_{n,2}(z) = -\frac{\alpha + \beta}{2} z^{2} + \xi_{n,2} z - \frac{\alpha + \beta}{2t},$$

$$\Theta_{n,1}(z) = -a_{n+1}(n + 1 + \alpha + \beta) z + \frac{a_{n}}{t} (n + \alpha + \beta),$$

$$\Theta_{n,2}(z) = -\overline{a_{n}} (n + \alpha + \beta) z^{2} + \frac{\overline{a_{n+1}}}{t} (n + 1 + \alpha + \beta) z,$$
and

\[ \xi_{n,1} = -\tau_n + \frac{2n + \alpha - \beta}{2} + \frac{2n + \beta - \alpha}{2t} - \frac{\alpha}{\tau_{n+1}} a_n (n + 1 + \alpha + \beta), \]

\[ \xi_{n,2} = \frac{\gamma_n}{\tau_n} (n - 1 + \alpha + \beta) + \frac{2n + \alpha - \beta}{2} + \frac{2n + \beta - \alpha}{2t} \]

\[- (n + \alpha + \beta) \tau_n + \frac{\alpha_{n+1}}{\tau_n} (n + 1 + \alpha + \beta). \]

**Proof:** Eq. (31) follows taking into account (28) and \( F = F_{\alpha, \beta} + 1 \).

The polynomials \( \Theta_{n,i} \) are defined as

\[ \Theta_{n,1} = \hat{\Theta}_n/(2h_n z^n), \quad \Theta_{n,2} = \hat{\Theta}_n/(2h_n z^n) \]

where

\[ \hat{\Theta}_n = \left\{ zA \left( \frac{Q_n}{\phi_n} \right)' - C \frac{Q_n}{\phi_n} \right\} \phi_n^2, \quad \hat{\Theta}_n = \left\{ zA \left( \frac{Q_n^*}{\phi_n^*} \right)' - C \frac{Q_n^*}{\phi_n^*} \right\} (\phi_n^*)^2 \]

(see [4]). The use of the asymptotic expansions

\[ Q_n(z) = 2h_n z^n + O(z^{n+1}), \quad |z| < 1, \]

\[ Q_n(z) = 2a_{n+1} h_n z^{-1} + O(z^{-2}), \quad |z| > 1, \]

\[ Q_n^*(z) = 2\alpha_{n+1} h_n z^{n+1} + O(z^{n+2}), \quad |z| < 1 \]

\[ Q_n^*(z) = 2h_n + O(z^{-1}), \quad |z| > 1 \]

give us (35) and (36). Once \( \Theta_{n,i} \) are determined, the polynomials \( l_{n,i} \) are determined through

\[ \begin{cases} 
  zA \phi' = (l_{n,1} - C/2) \phi_n - \Theta_{n,1} \phi_n^* \\
  zA (\phi_n^*)' = (l_{n,2} - C/2) \phi_n^* - \Theta_{n,2} \phi_n 
\end{cases} \]

and we get (33) and (34). \( \blacksquare \)

**Theorem 4.** Let \( \{ \phi_n \} \) be the MOPS with respect to \( \mu \) defined in (29), and let \( \phi_n(z) = z^n + \tau_n z^{n-1} + \ldots + \gamma_n z + a_n, \quad n \geq 1, \) be the corresponding MOPS. The following holds:

(a) the reflection parameters \( a_n \) satisfy the second order difference equation

\[ a_{n+1} \tau_n (n + 1 + \alpha + \beta) t = a_n \tau_{n+1} (n + 1 + \alpha + \beta) + a_n \alpha_{n-1} (n - 1 + \alpha + \beta) t - a_{n-1} \alpha_n (n - 1 + \alpha + \beta), \quad (37) \]
(b) The sub-leading coefficient of $\phi_n$ is given by

\[
\tau_n = \frac{n + \alpha - \beta}{2} + \frac{n + \bar{\beta} - \alpha}{2t} - \bar{\alpha}_n a_{n+1}(n + 1 + \alpha + \bar{\beta}) \\
+ a_n \bar{\alpha}_{n+1} \frac{n + 1 + \alpha + \beta}{2t} - a_{n-1} \bar{\alpha}_n \frac{n - 1 + \alpha + \beta}{2t} + \frac{a_{n+1}(n + 1 + \alpha + \bar{\beta})}{2a_n} \\
+ \frac{a_{n-1}(n - 1 + \alpha + \beta)}{2ta_n}.
\] (38)

(c) $\gamma_n$ is given by

\[
\gamma_n = a_n \bar{\alpha}_n \frac{n + 1 + \alpha + \beta}{n - 1 + \alpha + \beta} - a_n \frac{n + \alpha - \bar{\beta}}{n - 1 + \alpha + \beta} \\
- a_n t \frac{n - \alpha + \beta}{n - 1 + \alpha + \beta} + a_n \bar{\alpha}_{n+1} \frac{n + 1 + \alpha + \beta}{n - 1 + \alpha + \beta} - a_{n+1} t \frac{n + 1 + \alpha + \bar{\beta}}{n - 1 + \alpha + \beta}. \tag{39}
\]

Proof: The discrete Lax equations (15) give

\[
z l_{n,1} - \bar{\alpha}_n z \Theta_{n,1} = z l_{n-1,1} - a_n \Theta_{n-1,2} + z A \tag{40}
\]

\[
a_n l_{n,1} - \Theta_{n,1} = -z \Theta_{n-1,1} + a_n l_{n-1,2} \tag{41}
\]

\[
-z \Theta_{n,2} + \bar{\alpha}_n z l_{n,2} = \bar{\alpha}_n l_{n-1,1} - \Theta_{n-1,2} + \bar{\alpha}_n z A \tag{42}
\]

\[
-a_n l_{n,2} + l_{n,2} = -\bar{\alpha}_n z \Theta_{n-1,1} + l_{n-1,2}. \tag{43}
\]

Let us evaluate the previous equations at $z = -1$, a zero of $A$. Summing (40) with (43) and taking into account that $l_{n,1}(-1) + l_{n,2}(-1) = 0$, $n \geq 1$, (cf. (13)) there follows

\[
a_n \Theta_{n-1,2}(-1) + \bar{\alpha}_n \Theta_{n,1}(-1) + a_n \Theta_{n,2}(-1) + \bar{\alpha}_n \Theta_{n-1,1}(-1) = 0, \tag{44}
\]

which yields (37).

To get (38) we sum (41) with (43) and use $l_{n,1}(-1) + l_{n,2}(-1) = 0$, $n \geq 1$, thus getting

\[
l_{n,1}(-1) = -\frac{a_n}{2} \Theta_{n,2}(-1) - \frac{\bar{\alpha}_n}{2} \Theta_{n-1,1}(-1) + \frac{\Theta_{n,1}(-1)}{2a_n} + \frac{\Theta_{n-1,1}(-1)}{2a_n}
\]

which yields (38).

Eq. (39) follows from $\xi_{n,1} + \xi_{n,2} = n(1 + \frac{1}{t})$, which in turn follows from $l_{n,1} + l_{n,2} = nA$ (cf. (13)).
Differential equations. To study the differential equations for the reflection parameters \( a_n(t) \) we will begin with the analysis of the matrix \( H_n \) defined in (16), \( \ddot{Y}_n = H_n Y_n - Y_n \dot{\mathcal{L}}^{-1} \). Firstly, let us compute the matrix \( \dot{\mathcal{L}}^{-1} \) in (16).

Lemma 3. Let \( C \) be the matrix given in (32), let \( G \) be a domain in the complex plane not containing the zeroes of \( zA \), and let \( z_0 \in G \). Let \( \mathcal{L} \) be a nonsingular matrix such that

\[
\begin{cases}
zA \mathcal{L}' = C \mathcal{L} \\
\mathcal{L}(z_0, \cdot) = I,
\end{cases}
\]

where \( I \) is the identity matrix. Then,

\[
\dot{\mathcal{L}}^{-1} = \begin{bmatrix}
\frac{k_1}{k_1} + \frac{1}{2} \frac{E}{zA} & \eta w_{\alpha,\beta} \\
0 & \frac{k_3}{k_3} - \frac{1}{2} \frac{E}{zA}
\end{bmatrix}
\]

where the \( k_i \)'s are functions of \( t \), \( \eta = \frac{k_1 \dot{k}_2 - k_2 \dot{k}_1}{k_1 k_3} \), \( \dot{w}_{\alpha,\beta} = \frac{E}{zA} \), with \( E \) a polynomial.

Proof: The solution of (45) is given by

\[
\mathcal{L}(z, t) = \begin{bmatrix}
k_1(t) \sqrt{w_{\alpha,\beta}} & k_2(t) \sqrt{w_{\alpha,\beta}} \\
0 & \frac{k_3(t)}{\sqrt{w_{\alpha,\beta}}}
\end{bmatrix}, \quad z \in G,
\]

where the \( k_i \)'s are functions of \( t \) and \( w_{\alpha,\beta} \) is the Jacobi weight (25). Thus, (46) follows.

From the previous Lemma there follows that the singularities of the matrix \( H_n \) defined in (16) occur at the zeroes of \( zA \). Our next step is to analyze the asymptotic expansion of \( H_n \). We will see that it is closely related with the expansion of the matrix that is associated with the MOPS corresponding to the semi-classical weight \( w_{\alpha,\beta} \).

Firstly we give a representation of \( \{Y_n\} \) associated with \( \mu \) (such a representation follows from a result on matrix Riccati equations known as Radon’s Lemma (see [1, 17], as well as [4, Theorem 5])).

Theorem 5. Let \( \mu \) be the measure given in (29) and let \( \{Y_n\} \) be the corresponding sequence defined in (3). Let \( \{\phi_n^{(\alpha,\beta)}\} \) be the MOPS with respect to
the Jacobi weight \( w_{\alpha,\beta} \) given in (25), let \( \{Q_{n}^{(\alpha,\beta)}\} \) be the sequence of functions of the second kind, and let

\[
\hat{Y}_{n}^{(\alpha,\beta)} = \begin{pmatrix}
\phi_{n}^{(\alpha,\beta)} & -Q_{n}^{(\alpha,\beta)}/w_{\alpha,\beta} \\
(\phi_{n}^{(\alpha,\beta)})^{*} & (Q_{n}^{(\alpha,\beta)})^{*}/w_{\alpha,\beta}
\end{pmatrix}, \quad n \in \mathbb{N}.
\] (48)

Let \( G \) be a domain in the complex plane not containing the zeroes of \( zA \), with \( zA \) the polynomial given in (26). Then, for \( z \in G \),

\[
Y_{n} = \sqrt{w_{\alpha,\beta}} \hat{Y}_{n}^{(\alpha,\beta)} \mathcal{L}^{-1}, \quad n \in \mathbb{N},
\] (49)

where \( \mathcal{L} \) is a fundamental matrix of (45).

Therefore, \( Y_{n} \) satisfies

\[
\dot{Y}_{n} = \mathcal{H}_{n}Y_{n} - Y_{n}\dot{\mathcal{L}}\mathcal{L}^{-1}, \quad n \in \mathbb{N},
\] (50)

with \( \mathcal{H}_{n} = \frac{\partial}{\partial t} \left( \hat{Y}_{n}^{(\alpha,\beta)} \right) \left( \hat{Y}_{n}^{(\alpha,\beta)} \right)^{-1} + \frac{E}{2zA}I \), \( n \in \mathbb{N} \),

where \( I \) is the identity matrix and the polynomial \( E \) is such that \( \frac{\dot{w}_{\alpha,\beta}}{w_{\alpha,\beta}} = \frac{E}{zA} \).

Proof: The representation (49) follows from [4, Theorem 7] (note that in the present situation the polynomial \( \tilde{C} \) in [4, Theorem 7] is \( C \) and the weight \( \tilde{w} \) is now \( w_{\alpha,\beta} \)).

To get (50) we take derivatives with respect to \( t \) in (49), and use \( \dot{w}_{\alpha,\beta}/w_{\alpha,\beta} = E/zA \).

Theorem 6. Let us consider the same conditions of the previous Theorem. Let us denote the reflection parameters of \( w_{\alpha,\beta} \) given in (25) by \( \hat{a}_{n} \), \( n \geq 1 \).

The reflection parameters of the MOPS corresponding to \( \mu \) defined in (29) satisfy

\[
\dot{a}_{n} = \frac{1}{\ell^{3}} \left( \dot{a}_{n}(n + \alpha + \beta) + \dot{a}_{n-1}(n-1 + \alpha + \beta) \right), \quad n \geq 1.
\] (51)

Proof: Let us denote by \( \hat{\mathcal{H}}_{n} \) the matrix \( \hat{\mathcal{H}}_{n} = \frac{\partial}{\partial t} \left( \hat{Y}_{n}^{(\alpha,\beta)} \right) \left( \hat{Y}_{n}^{(\alpha,\beta)} \right)^{-1} \) in (50).

If we use (50) in eq. (18), \( \dot{A}_{n} = \mathcal{H}_{n}A_{n} - A_{n}\mathcal{H}_{n-1} \), there follows

\[
\dot{A}_{n} = \hat{\mathcal{H}}_{n}A_{n} - A_{n}\hat{\mathcal{H}}_{n-1}.
\] (52)

Notice that, taking into account Theorem 2, \( \hat{Y}_{n}^{(\alpha,\beta)} \) satisfies

\[
\left( \hat{Y}_{n}^{(\alpha,\beta)} \right)' = \frac{1}{zA} (\hat{E}_{n} - C/2I) \hat{Y}_{n}^{(\alpha,\beta)},
\]
where $\hat{B}_n$ is the matrix associated with the equation (28) satisfied by $F_{\alpha,\beta}$ (note that we are using the notation of the present paper). From [11, Corollary 3.3] we have the expansion of $\hat{H}_n$ in terms of the residues of $\frac{1}{zA}(\hat{B}_n - C/2 I)$ at $z = z_j$, where $zA = z(z + 1)(z + \frac{1}{t})$,

$$\hat{H}_n = \hat{H}_{n,\infty} - \sum_{j=1}^{3} \frac{\hat{z}_j}{z - z_j} \text{Res} \left( \frac{\hat{B}_n - C/2 I}{zA} \right) \bigg|_{z=z_j},$$

(53)

where $\hat{H}_{n,\infty} = \begin{bmatrix} 0 & 0 \\ \hat{a}_n & 0 \end{bmatrix}$.

The use of (53) in (52) gives us, from position (1, 2),

$$\hat{a}_n = \frac{1}{t^2} \hat{\Theta}_{n-1,1}(-1/t).$$

Hence, (51) follows taking into account the definition of $\hat{\Theta}_{n,1}$, $\hat{\Theta}_{n,1}(z) = -\hat{a}_{n+1}(n + 1 + \alpha + \beta)z + \hat{a}_n(n + \alpha + \beta)/t$ (see (35)).
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