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Abstract: The aim of this paper is to propose an iterative method to compute the
dominant zero of a quaternion polynomial. We prove that the method is convergent
in the sense that it generates a sequence of quaternions that converges to the domi-
nant zero of the polynomial. The idea subjacent to the proposed method is the well
known method proposed by Sebastião e Silva in “Sur une méthode d’approximation

semblable à celle de Gräffe”, Portugaliae Mathematica, 1941, to compute approxi-
mately the zeros of complex polynomials.
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1. Introduction

The computation and the characterization of the zeros of quaternion poly-
nomials have been object of research by several authors. Without being ex-
haustive we mention in [9], [16] and [21] where the topological structure of the
zero-sets of quaternion polynomials is discussed. Methods for the computation
of zeros of quarternionic polynomials were proposed for instance in [11], [18],
[19] being the methods studied in [11], [18] based on Niven’s algorithm [13].
It should be point out that the localization of quaternion polynomials were
analyzed in [14].

The aim of this paper is to propose an iterative method to compute zeros of an
unilateral (left) quaternion polynomial p that allows us to construct a sequence
of unilateral (left) quaternion polynomials rℓ that converges to p, in a sense
that will be specified later, as well as a sequence of quaternions that converges
to the dominant zero of p. The motivation for our procedure is the algorithm
of Sebastião e Silva [17] which is a method to compute approximately the zeros
of complex polynomials, asserting that if a zero is distinct from all other ones,
in modulus, the method provides this zero. We point out that this method
continues to be object of research by several authors [1, 2, 3, 7, 8, 15, 20].

Received June 6, 2011.
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The paper is organized as follows: in Section 2 we present the basic defini-
tions involving quaternions, the norm that will be used and basic results. The
main ingredient in the design of our procedure is the quaternionic Vandermonde
matrix. Section 3 focused the computation of the an explicit expression of the
inverse of the quaternionic Vandermonde matrix. For a quaternion polynomial
p with specified requirements, in Section 4 we define a sequence of quaternion
polynomials and a sequence of quaternions that converge to a quaternion poly-
nomial, that has the zeros of p except the dominant zero, and to the dominant
zero of p, respectively. These convergences are proved and the main result of
this paper is established in this section - Theorem 4. Based on this main result
we can design an algorithm that can be used to compute an approximation for
the dominant zero of a quaternion polynomial.

2. Basic results

Let H = {a+ bi+ cj + dk : a, b, c, d ∈ R} be the quaternion field, where
i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, and ki = −ik = j. For
� = a+bi+cj+dk ∈ H, the conjugate of � is defined as � = a−bi−cj−dk.
Thus, a, the real part of �, denoted by Re(�), is given by a = (�+ �)/2 and
�� = �� = a2 + b2 + c2 + d2 ∈ R. The norm of �, denoted by ∣�∣, is defined

by
√
��.

It can be show the following basic properties.

Proposition 1. For any �1,�2 ∈ H, �1 + �2 = �1 + �2, and �1�2 = �2 �1.

An important concept in approximation theory that has an important role
in our method is the concept of dominance.

Definition 1. Let �i ∈ H, i = 1, . . .m. We say that �1 dominates 
2 if ∣�1∣ >
∣�2∣. If �1 dominates �i, i = 1 . . . , m, then we say that �1 is dominant in
{�i, i = 1, . . . , m}.

It is easy to prove the next proposition:

Proposition 2. If �1 ∈ H dominates �2 ∈ H, then lim
ℓ→∞

�−ℓ
1 �ℓ

2 = 0.

We introduce in H the relation ∼ defined by

given �,�′ ∈ H,� ∼ �′ if there exist � ∈ H such that �′ = ���−1. (1)

If � ∼ �′ then we say that � is similar to �′. The relation ∼ defined by (1)
is an equivalence relation on H. The conjugacy class of � ∈ H is defined by
{x ∈ H : x ∼ �}is it is denoted by [�].



AN ITERATIVE METHOD TO COMPUTE ZEROS OF QUATERNION POLYNOMIALS 3

Let H[x] denote the ring of the unilateral left polynomials p(x) = �nx
n +

�n−1x
n−l + ⋅ ⋅ ⋅ + �1x + �0 over H, where n ∈ N0, where �i ∈ H, for i =

1, . . . , n, and �n ∕= 0.The addition and the multiplication of polynomials are
defined in the same way as in the commutative case, where the variable x is
assumed to commute with the quaternion coefficients. By pq we represent the
polynomial product of p, q ∈ H[x]. For every � ∈ H, the value of p at � is
defined by p(�) = �n�

n +�n−1�
n−1 + . . .+�1�+�0. If � ∈ H is such that

p(�) = 0 then � is said to be a zero of p. The set of all zeros of p is denoted
by Zero(p).

We remark that as �n ∕= 0, then p(�) = 0 if and only if �−1
n p(�) = 0. Thus,

for the sake of simplicity, we can always assume that the polynomial is monic,
i.e., �n = 1.

Some results about quaternion polynomials are presented here.
If p, q, r ∈ H[X] are such that p = qr then we say that r divides at left p

or r is a left divisor of p. In what follows we will use the term “divides” and
“divisor” to refer “divides at left” and “left divisor” respectively.

Theorem 1 ([10]). � ∈ H,� ∈ Zero(p) if, and only if, x− � is a divisor of
p.

Theorem 2 ([10]). Let p, q, r ∈ H[X] such that p = qr and � ∈ H. If 
 =
r(�) ∕= 0, then

p(�) = q(
�
−1)r(�).

Theorem 3 (Wedderburn’s Theorem [10]). All non-constant quaternion poly-
nomial can be factorized into a product of linear factors.

Corollary 3.1. All non-constant quaternion polynomial of degree m can be
factorized into a product of m linear factors.

We define in H[X] a norm that will be used to introduce in H[X] the concept
of distance. Let p(x) = �nx

n +�n−1x
n−l + ⋅ ⋅ ⋅+�1x+�0 ∈ H[X]. By ∥p∥∞

we represent the following quantity

∥p∥∞ = max {∣�i∣, i = 0, . . . , n} . (2)

It can be easily shown that ∥.∥∞ : H[X] → R
+
0 is in fact a norm and we

write lim
ℓ→∞

pℓ(x) = p(x) when lim
ℓ→∞

∥pℓ − p∥∞ = 0.
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3. The quaternionic Vandermonde matrix

The computation of the sequence that converges to the dominant zero of
p ∈ H[X] is obtained solving a linear system in H with the Vandermonde
matrix. The explicit expression of such sequence requires the computation of
the solution of the linear system. This expression is obtained constructing the
inverse of the Vandermonde matrix. By ℳm(H) we represent the set of all
quaternionic matrices of order m.

Definition 2. Given the quaternions �i ∈ H, i = 1, . . . , m, the matrix Vm =
[�m−i

j ] ∈ ℳm(H) is called quaternionic Vandermonde matrix associated with
�i, i = 1, . . . , m.

From now on, we will consider only sets of distinct quaternions belonging

at most two to each conjugacy class. Also, we will use the notation
m∏

i=1

qi to

denote the product qm . . . q2.q1.
Let pm be a monic quaternion polynomial such that {�i, i = 1, . . . , m} ⊆

Zero(pm). By Corollary 3.1 we can factorize pm into the product of m linear

factors pm(x) =

m∏

i=1

(x− �i), where �i, i = 1, . . . , m, belong to the conjugacy

classes of �i, i = 1, . . . , m, respectively. By Theorems 1 and 2 we can write

�1 = �1, �i = pi−1(�i)�ipi−1(�i)
−1, i = 2, . . . , m,

where pi(x) =

i∏

j=1

(x− �j).

We now introduce several notations that will lead to a simplified presentation.
Let G(k) represent the set of all applications g : {1, 2, . . . , k} → {1, 2, . . . , m}
such that g(ℓ) < g(ℓ + 1), ℓ = 1, . . . , k − 1. Given �i ∈ H, i = 1, . . . , m, we
define �k(m) by

�k(m) =
∑

g∈G(k)

k∏

ℓ=1

�g(ℓ).

When no doubts subsists, we will represent �k(m) simply by �k.
Using the above notation we can establish a representation of

pm(x) =

m∏

i=1

(x− �i) ∈ H[X].
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Lemma 1. The polynomial pm(x) =
m∏

i=1

(x− �i) ∈ H[X] admits the represen-

tation

pm(x) = xm +
m∑

i=1

(−1)i�i(m)xm−i.

Proof:
For m = 1 we have p1(x) = x− �1, where �1(1) = �1. Thus we conclude

that Lemma 1 holds for m = 1.
Suppose that this result is valid for m−1. Thus, for m, we have successively

pm(x) =

m∏

i=1

(x− �i)

= (x− �m)

(
xm−1 +

m−1∑

i=1

(−1)i�i(m− 1)xm−1−i

)

= xm +
m−1∑

i=1

(−1)i
(
�i(m− 1)

+�m�i−1(m− 1)
)
xm−i + (−1)m�m�m−1(m− 1),

where �0(m− 1) = 1.
As

�i(m− 1) + �m�i−1(m− 1) = �i(m), and �m�m−1(m− 1) = �m(m),

we conclude the proof. □

In order to clarify some notation that we use in what follows, we represent by

ℱ (k)
i the set of all applications fi : {1, 2, . . . , k} → {1, 2, . . . , i−1, i+1, . . . , m}

such that fi(ℓ) < fi(ℓ + 1), ℓ = 1, . . . , k − 1. Given �i ∈ H, i =, 1 . . . , m, let

�
(i)
k be defined by

�
(i)
k =

∑

fi∈ℱ (k)
i

k∏

ℓ=1

�fi(ℓ).

If [�i] ∕= [�j], i ∕= j, we denote by p
(i)
m the i-deflated monic quaternion polyno-

mial of degree m− 1, such that

{�j, j = 1, . . . , m, j ∕= i} ⊆ Zero(p(i)m ).
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Proposition 3. Let �i ∈ H, i = 1, . . . , m, such that �i ∕= �j, i ∕= j, and
[�i]∩ [�j]∩ [�k] = ∅ for any distinct triplet i, j, k. Let Vm be the quaternionic
Vandermonde matrix associated with �i ∈ H, i = 1, . . . , m. Then V −1

m exists

and V −1
m = [(−1)jp(i)m (�i)

−1�
(i)
j ]i=1,...,m,j=0,...,m−1, with �

(i)
0 = 1, i = 1, . . . , m.

Proof:

Since p
(i)
m (�i) ∕= 0, i = 1, . . . , m, the matrix V −1

m exists. We will show now
that V −1

m Vm = I, where I ∈ ℳm(H) denotes de identity matrix. We have

(V −1
m Vm)ij = p(i)m (�i)

−1
m−1∑

ℓ=0

(−1)ℓ�
(i)
ℓ �m−1−ℓ

j ,

and from Lemma 1 we obtain

(V −1
m Vm)ij = p(i)m (�i)

−1p(i)m (�j).

As p
(i)
m (�i)

−1p
(i)
m (�j)

−1 = �ij, where �ij denotes de Kronecker symbol, we con-
clude that V −1

m Vm = I. Considering now Proposition 4.1 of [22] we conclude
the proof. □

4. An iterative algorithm to compute the dominant zero

In this section we present a method that allows us to compute approximately
the dominant zero of a quaternion polynomial. The method is based on Se-
bastião e Silva methods for complex polynomials pm published in [17] which is
based on a sequence of polynomials rℓ defined by

xℓ = qℓ(x)pm(x) + rℓ(x). (3)

that converges to a polynomial with the zeros of the initial polynomial except
the dominant zero. We remark that Dennis et al. in [5, 6] extended this method
for matrix polynomials.

Let pm ∈ H[X] be given, pm(x) =
m∑

j=0

�jx
j with �m = 1†. We introduce

quaternion polynomial sequences (rℓ) and (qℓ) defined by

xℓ = qℓ(x)pm(x) + rℓ(x), (4)

†If the polynomial pm is not monic (�m = 1), we can multiply it by �−1
m

and turn it monic.
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where

rℓ(x) =

m−1∑

j=0

�j,ℓx
j. (5)

and r0(x) = 1.
The sequences (qℓ) can be computed using the Euclidean division algorithm

for quaternion polynomials. That is, for each ℓ, the computation of rℓ and
qℓ can be made using the Euclidean division algorithm performed as in the
commutative case but adapted to the right multiplication (see Proposition 4
in [4]). In this case (qℓ) satisfies the following assumptions: degree(qℓ+1) =
degree(qℓ) + 1,

qℓ+1(x) = qℓ(x)x+�m−1,ℓ. (6)

Under such assumptions we establish that (rℓ) defined by (4) satisfies a more
convenient recursion relation.

Proposition 4. For pm ∈ H[X], let (rℓ), (qℓ) be two quartenionic polynomials
sequences defined by (4), (5) and (6). Then

rℓ+1(x) = rℓ(x)x−�m−1,ℓ pm(x). (7)

Proof:
From (4) we obtain

xℓ+1 = qℓ(x)pm(x)x+ rℓ(x)x. (8)

Considering (4) for ℓ and for ℓ+ 1 we establish

rℓ+1(x) = rℓ(x) + (qℓ − qℓ+1(x))pm(x).

Finally, using the assumption qℓ+1(x) = qℓ(x) +�m−1,ℓ we conclude the proof.
□

In the next result we establish that if pm ∈ H[X] satisfies convenient as-
sumptions, then the sequence (rℓ) defined by (4), (5) and (6) converges to a
polynomial with specified properties and it allows us to define a sequence in H

that converges for the dominant zero of pm.

Theorem 4. Let pm ∈ H[X] be a monic quaternion polynomial of degree m
such that

(a) {�i, i = 1, . . . , m} ⊆ Zero(pm), where �i ∕= �j , i ∕= j, and [�i] ∩ [�j] ∩
[�k] = ∅ for any distinct triplet i, j, k,
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(b) �1 is a dominant zero.

Let (rℓ) and (qℓ) be two quaternion polynomials sequences that satisfies (4),
(5) and (6). Then

lim
ℓ→∞

r̃ℓ(x) = p(1)m (x), (9)

where r̃ℓ is the monic quaternion polynomial associated with rℓ, and

lim
ℓ→∞

�m−1,ℓ+1 (�m−1,ℓ)
−1 = �1. (10)

Proof:
We start by considering the sequences (rℓ) and (qℓ) that satisfy (4), (5) and

(6). For all x = 
 ∕= �i, i = 1, . . . , m we have


ℓ = qℓ(�
�
−1)pm(
) + rℓ(
), (11)

where � = pm(
). But, for 
 = �i, i = 1, . . . , m, applying Theorem 2 to (11)
we obtain

rℓ(�i) = �ℓ
i , i = 1, . . . , m,

that is, by (5),

m∑

j=1

(−1)j−1�m−j,ℓ�
m−j
i = �ℓ

i , i = 1, . . . , m. (12)

As system (12) is equivalent to

[(−1)i−1�m−i,ℓ]
tVm = [�ℓ

i ]
t (13)

where Vm denotes the quaternionic Vandermonde matrix, by Proposition 3 we
establish

�i,ℓ =
m∑

j=1

�ℓ
jp

(j)
m (�j)

−1�
(j)
m−1−i, i = 0, . . . , m− 1. (14)

The coefficients of the monic polynomial r̃ℓ, r̃ℓ(x) = �−1
m−1,ℓrℓ(x), are then

easily obtained


i,ℓ =

(
m∑

j=1

�ℓ
jp

(j)
m (�j)

−1

)−1 m∑

j=1

�ℓ
jp

(j)
m (�j)

−1�
(j)
m−1−i, (15)

for i = 0, . . . , m− 2.
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We remark that, for i = 0, . . . , m− 2, 
i,ℓ admits the representation


i,ℓ =

(
�ℓ
1

m∑

i=1

�−ℓ
1 �ℓ

ip
(i)
m (�i)

−1

)−1(
�ℓ
1

m∑

i=1

�−ℓ
1 �ℓ

ip
(i)
m (�i)

−1�
(i)
m−1−i

)

and then Proposition 1 allows us to conclude that


i,ℓ =

(
m∑

i=1

�−ℓ
1 �ℓ

jp
(j)
m (�j)

−1

)−1 m∑

j=1

�−ℓ
1 �ℓ

jp
(j)
m (�j)

−1�
(j)
m−1−i. (16)

Finally, using the dominance of �1 in {�i, i = 1, . . . , m}, we get by Proposition
2,


i,ℓ −→
(
p(1)m (�1)

−1
)−1

p(1)m (�1)
−1�

(1)
m−1−i,

that is


i,ℓ −→ �
(1)
m−1−i, i = 0, . . . , m− 2, (17)

which implies (9).
In what follows we prove (10). Using (15) for ℓ and ℓ+ 1 and Proposition 1

we easily establish

�m−1,ℓ+1 (�m−1,ℓ)
−1

= �ℓ+1
1

(
m∑

j=1

�
−(ℓ+1)
1 �ℓ+1

j p(j)m (�j)
−1

)(
m∑

j=1

�−ℓ
1 �ℓ

jp
(j)
m (�j)

−1

)−1

�−ℓ
1 .

Thus we have successively

∣�m−1,ℓ+1 (�m−1,ℓ)
−1 − �1∣ =

= ∣�1∣ℓ+1

∣∣∣∣∣∣

(
m∑

j=1

�
−(ℓ+1)
1 �ℓ+1

j p(j)m (�j)
−1

)(
m∑

j=1

�−ℓ
1 �ℓ

jp
(i)
m (�j)

−1

)−1

− 1

∣∣∣∣∣∣
∣�1∣−ℓ

= ∣�1∣
∣∣∣∣∣

m∑

j=1

�
−(ℓ+1)
1 �ℓ+1

j p(j)m (�j)
−1 −

m∑

j=1

�−ℓ
1 �ℓ

jp
(j)
m �−1

j

∣∣∣∣∣

∣∣∣∣∣

m∑

j=1

�−ℓ
1 �ℓ

jp
(j)
m (�j)

−1

∣∣∣∣∣

−1

= ∣�1∣
∣∣∣∣∣

m∑

j=2

�−ℓ
1 �ℓ

jp
(j)
m (�j)

−1
(
�−1
1 �j − 1

)
∣∣∣∣∣

∣∣∣∣∣p
(1)
m (�1)

−1 +
m∑

j=2

�−ℓ
1 �ℓ

jp
(j)
m (�j)

−1

∣∣∣∣∣

−1

≤ ∣�1∣
m∑

j=2

∣�−ℓ
1 �ℓ

j∣
∣∣∣p(j)m (�j)

−1
(
�−1
1 �j − 1

)∣∣∣
∣∣∣∣∣p

(1)
m (�1)

−1 +
m∑

j=2

(�−1
1 �j)

ℓp(j)m (�j)
−1

∣∣∣∣∣

−1

.
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Since �1 is dominate, by Proposition 2 we conclude that

∣�m−1,ℓ+1 (�m−1,ℓ)
−1 − �1∣ −→ 0

which leads to (10). □

The sequences (rℓ), (qℓ) can be computed using the Euclidean division algo-
rithm for quaternion polynomials. However we can use the recursive relation
(7). If pm ∈ H[X] satisfies the assumptions of Theorem 4, then this result guar-
antees that the sequence (�m−1,ℓ) of the coefficients of the remainder rℓ of the

division of xℓ by pm determines the approximation �1,ℓ = �m−1,ℓ+1 (�m−1,ℓ)
−1

for the dominant zero of pm.
The natural stop criterium that we can use is

∣pm(�1,ℓ)∣ < �, (18)

where � is a given tolerance. However this stop criterium can be verified being
∣�1,ℓ − �1∣ >> �. Another stop criterium that we can consider consist in the
computation of an approximation �1,ℓ for �1 such that

∣�1,ℓ − �1,ℓ−1∣ < �. (19)

But it is also possible that the approximation �1,ℓ satisfies (19) being ∣�1,ℓ −
�1∣ >> �. This fact motivates the replacement of the stop criteria (18) and
(19) by

∣�1,ℓ − �1,ℓ−1∣∣�−1
1,ℓ−1∣ < �. (20)

This means that the relative error of �1,ℓ (with respect to �1,ℓ−1) is less than
the prescribed tolerance �.

The use of the three stop criteria (18), (19) and (20) leads to more accurate
results than the use of only one criterion.

Algorithm I: Given pm ∈ H[X], let r0(x) = 1 and � be a given tolerance.
For ℓ = 1, 2, . . . , compute rℓ+1 using (7) where �m−1,ℓ is the coefficient of the
highest term of rℓ. If (18), (19) and (20) hold then stop, else continue.

Theorem 4 also guarantees that the sequence (r̃ℓ) converges to the polynomial

p
(1)
m . Then we can compute (r̃ℓ) such that

∥r̃ℓ∥∞ < �, (21)
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where � is a prescribed tolerance. As before, the stop criterium (21) should be
complemented with

∥r̃ℓ − r̃ℓ−1∥∞ < �, (22)

and
∥r̃ℓ − r̃ℓ−1∥∞
∥r̃ℓ−1∥∞

< �. (23)

In order to compute an approximation to p
(1)
m with a certain accuracy we apply

the described algorithm with (18), (19) and (20) replaced by (21), (22) and
(23).

Under the assumption of Theorem 4, the sequences constructed by the pre-

vious algorithm converge to the dominant zero of pm and to p
(1)
m , respectively.

The following example illustrates the application of the introduced algorithm.

Example 4.1. Consider the following quaternion polynomial

p4(x) = x4 + (2 + 3i− 7j − 3k)x3 + (2− 2j − k)x2 + (−14 + i− 21j − k)x

+ 13− 4i− 2j + 33k

whose zeros belong to the conjugacy classes

[−1 +
√
2 i], [1 + i], [

√
3 i], [−2 +

√
67 i].

The dominant zero is �1 = −2 − 3i + 7j + 3k. Thus, we have a domi-
nant class and four distinct zeros. Applying Theorem 4, (r̃ℓ(x)) converges to

p
(1)
4 (x) = x3 + 
2x

2 + 
1x+ 
0, with


2 = −4026i+ 2474j − 1548k

20743


1 =
40890 + 26310i− 43972j + 11765k

20743


0 = −21759− 53666i− 52166j − 40867k

20743
.

Using the stop criteria

∥r̃ℓ(x)− r̃ℓ−1∥∞ < 10−6,

and

∣�1,ℓ − �1,ℓ−1∣ < 10−6,
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we obtain ℓ = 41. The polynomial r̃41(x) = x3 +�2,41x
2 +�1,41x+�0,41, with

coefficients

�2,41 = −4.406× 10−27 − 0.194089572385865111121824229261 i−
−0.1192691510389046907390445053493 j +

+0.0746275852094682543508653513278 k

�1,41 = 1.97126741551366726124475727911+

+1.26837969435472207491683942100 i−
−2.11984765945138118883478763260 j +

+0.56717928939883334136817239768 k

�0,41 = −1.04898037892301017210625273053+

+2.58718603866364556717928939570 i+

+2.51487248710408330521139660902 j +

+1.97015860772308730656124958591 k

satisfies

∥r̃41 − p
(1)
4 ∥∞ = 2.16× 10−26 < 10−6.

Furthermore

�1,41 = −1.99999999999999999999999999986− 3.00000000000000000000000001316 i+

+6.99999999999999999999999997647 j + 3.00000000000000000000000002871 k,

is such that

∣�1,41 − �1∣ = 3.94× 10−26 < 10−6.

We remark that in this case the stop criteria (19) and (22) enable us to obtain
the approximations �1,41 and r̃41 with the prescribed accuracy.

Conclusions

The characterization and the computation of the zeros of quaternion poly-
nomials are problems that have been object of research as it can be seen in
the references of this paper. However, until now we have no algorithms that
enable us to generate a sequence of polynomials and a sequence of quaternions
that converge to a specified polynomial and to the dominant zero of pm, re-
spectively, depending on the initial conditions. In this paper it is proposed
an iterative method that satisfies the previous properties. In the main result



AN ITERATIVE METHOD TO COMPUTE ZEROS OF QUATERNION POLYNOMIALS 13

of this paper it is established a set of conditions that guarantee that the two
mentioned sequences converge.

It is worth noting that this method can be recursively applied if the conditions
of convergence are fulfilled to the each deflated monic quaternion polynomial.
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