We present combinatorial Gray codes and explicit designs of efficient algorithms for lexicographical combinatorial generation of the sets of nonnesting and sparse nonnesting set partitions of length $n$.
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1. Introduction

One of the earliest problem addressed on the topic of combinatorial algorithms was to efficiently generate elements in a specific combinatorial class in such a way that each item is generated exactly once, hence producing a listing of all objects in the considered class. Both for theoretical and practical purposes, in order for such listing to be meaningful or useful, even for objects of moderate size, combinatorial generation methods must be extremely efficient, and the order in which objects appear in such list should satisfy some significant conditions, see e.g. [3, 4, 25, 27, 34, 41, 43, 45, 51].

Specifically, very interesting and widely studied orderings for combinatorial generation are the lexicographic order and any ordering that gives rise to a Gray code for the considered combinatorial class.

Some of the advantages of the lexicographic order are that for any combinatorial class it is easy to define, to visualize and work with, and it is surprisingly useful in a variety of contexts. For instance, for many combinatorial objects, the fastest known algorithms for listing, ranking and unranking are with respect to lexicographic order, and many algorithms that are not overtly lexicographic have anyway some underlying lexicographic structure, see e.g. [43].
A combinatorial Gray code is any method for generating combinatorial objects such that successive objects differ in a some pre-specified, usually small, way. For instance, given a combinatorial class one can define a distance in such class and define a Gray code as a list of all objects in the considered class such that the distance between two consecutive objects is 1. Usually this is done associating a binary numeral system to the combinatorial class and considering the Hamming distance. Such theory of Gray codes has a vast range of applications in several areas such as hardware and software testing, thermodynamic, biology and biochemistry; see [3, 45] and the references therein.

There exist results for (lexicographical) combinatorial generation of several classes of permutations and set partitions, see e.g. [8, 20, 22, 32, 36, 37, 50, 53, 54], but so far there are no direct, explicit efficient algorithms for the lexicographical combinatorial generation of noncrossing and nonnesting partitions. Specifically, all known results up to now for generating (not lexicographically) nonnesting partitions use a generating tree approach which often involve passing through Young tableaux or lattice paths, see [10] and the references therein.

Likewise, several results exist on Gray codes for different families of permutations, set partitions, and Catalan classes of objects such as plane trees, Dyck paths, parallelogram polyominoes, Catalan permutations, etc., see e.g. [3, 5, 6, 7, 9, 14, 15, 16, 21, 26, 29, 30, 44]. Furthermore, Gray codes for noncrossing partitions have recently been obtained in [19], but so far nothing is known for nonnesting partitions.

Noncrossing partitions are a class of combinatorial objects widely studied, see e.g. [1, 2, 11, 12, 13, 17, 23, 28, 29, 31, 40, 42, 46], and among other things they have applications to the theory of free probability, see [35, 47, 48]. In particular, there exist several bijections between noncrossing and nonnesting partitions, see e.g. [12, 13, 17, 23, 28, 42], so it is very natural to wonder if all results which hold for noncrossing partitions hold for nonnesting partitions as well. Unfortunately, nonnesting partitions are much more mysterious and intricate, and plenty of results valid for noncrossing partitions do not translate to nonnesting partitions.

In this paper we present Gray codes for the two classes of nonnesting partitions and sparse partitions, therefore extending the results for noncrossing
partitions given in [19], and we explicitly design efficient algorithms for lexicographical combinatorial generation of the two sets of nonnesting and sparse nonnesting set partitions.

2. Preliminaries and notations

A set partition $\pi$ of $[n] := \{1, \ldots, n\}$, $n \geq 1$, is a collection of nonempty disjoint subsets $B_1, \ldots, B_n$ of $[n]$, called blocks, whose union is $[n]$. We call a pair of integers $(i, j)$ an arc of a set partition $\pi$ if $i$ and $j$ occur in the same block and $j$ is the least element of the block greater than $i$; the first coordinate $i$ of an arc $(i, j)$ is defined to be an opener and the second coordinate $j$ is defined to be a closer of the set partition $\pi$. For example, $\pi = (\{1, 2, 4\}, \{3, 5\}, \{6\})$ is a set partition of $[6]$ with three blocks $B_1 = \{1, 2, 4\}$, $B_2 = \{3, 5\}$ and $B_3 = \{6\}$, and the set of arcs is $\{(1, 2), (2, 4), (3, 5)\}$, $\{1, 2, 3\}$ are the openers and $\{2, 4, 5\}$ the closers of $\pi$. So it is possible for an integer to be at the same time both an opener and a closer. The set of all set partitions of $[n]$ will be denoted by $P(n)$. A partition is said to be in standard form if it is written as $\pi = B_1/B_2/\cdots/B_t$, where the blocks are listed in ascending order according to their smallest element. Any partition of $[n]$ can be written in sequential form, that is, as a word $\pi = \pi_1\pi_2\cdots\pi_n$ of length $n$ over some alphabet such that $\pi_i = \pi_j$ if and only if $i, j$ lie in the same block. A partition has many sequential forms, one of them being the canonical sequential form, in which the alphabet is $[n]$ and where $\pi_i = j$ if $\pi_i \in B_j$, for all $j$. Such words are known as restricted growth sequences, see [49], in the combinatorial literature and they are characterized by the following properties: $\pi_1 = 1$ and

$$\pi_i \leq 1 + \max\{\pi_1, \ldots, \pi_{i-1}\}, \quad \text{for } i = 2, \ldots, n.$$ 

The latter condition restricts the growth of the letters in the word by requiring $\pi_i$ to be at most one more than the maximum of the previous letters. Note that each partition has a unique canonical sequential form: for instance, 12123 is the canonical sequential form, and 13/24/5 is the standard form of the partition $\pi = (\{1, 3\}, \{2, 4\}, \{5\})$. In the following, we shall represent set partitions as words using their (canonical) sequential forms.

Given two partitions $\pi, \omega$ of $[n]$, their distance, see [18], is defined as the minimum number of letters that must be deleted from $[n]$ so that the two residual induced partitions are identical:

$$D(\pi, \omega) = \min\{|A^c| : \emptyset \subset A \subseteq [n], \pi_{|A} = \omega_{|A}\},$$
where $A^c$ is the complement of $A$ in $[n]$ and $\pi|_A$ is the partition of $A$ induced by $\pi$. In other words, $D(\pi, \omega)$ is equal to the minimum number of letters that must be moved between blocks of $\pi$ so that the resulting partition is $\omega$. In particular, $D(\pi, \omega) = 1$ if the two partitions differ by taking exactly one element from one block and moving it into another one, possible creating a singleton, i.e. a block with a single element. When a letter moves from block $B_i$ to block $B_j$ it may happen that the relative position of the blocks in the partition are changed; this means that we may have two partitions with distance 1 whose canonical sequential forms differ in more than one letter. For instance, the partitions $\pi = 11123$ and $\omega = 12134$ have distance 1. Note however that if we represent $\pi$ as $\pi = 11134$, then between this one and the canonical sequential representation of $\omega$ only one letter is changed. Therefore, two partitions represented in canonical sequential form have distance 1 if and only if they either differ by a single letter, or there is a sequential representation for one of them such that this representation and the canonical sequential form of the other differ by a single letter.

A nonnesting set partition of $[n]$ is a partition of $[n]$ such that if $a < b < c < d$ and $a, d$ are consecutive elements of a block, then $b$ and $c$ cannot both be contained in some other block. We denote by $\text{NN}(n)$ the set of all nonnesting set partitions of $[n]$, and by $\text{NN}(n,k)$ the set of nonnesting set partitions having exactly $k$ blocks, $1 \leq k \leq n$. The number of nonnesting set partitions of $[n]$ is equal to

$$|\text{NN}(n)| = \frac{1}{n} \binom{2n}{n-1},$$

and the number of nonnesting set partitions of $[n]$ with exactly $k$ blocks is equal to

$$|\text{NN}(n,k)| = \frac{1}{n} \binom{n}{k} \binom{n}{k-1},$$

the Catalan and Narayama number, respectively.

We can endow the sets $\text{NN}(n)$ and $\text{NN}(n,k)$ with a graph structure by declaring two partitions adjacent if their distance is 1. We use the same notation for the set of nonnesting partitions and the corresponding graph. A Hamilton path with distance 1 in $\text{NN}(n)$ or $\text{NN}(n,k)$ corresponds to an exhaustive sequence of the nonnesting partitions of $[n]$ such that the distance between two successive partitions is 1, and thus it gives a Gray code for these objects. If this path is closed then obviously we have a Hamilton cycle.
There are several bijections between noncrossing and nonnesting set partitions (see, for example [2, 13, 17, 28, 42]), and since in [19] a Gray code for noncrossing partitions is presented, it is tempting to try employing these bijections in order to obtain a Gray code for nonnesting partitions. But, as referred in [45], a Gray code for a combinatorial class is intrinsically bound to the representation of objects in the class, and in the present case, the Gray code is not preserved under bijection.

3. The Gray codes

One of the oldest and more important tools used to produce a Gray code for general set partitions of \([n]\) is the recursive algorithm described in [21], which is also one of the main ingredients for some of the constructions in [19]. We show that the ideas behind that recursive algorithm can be used to construct Gray codes for a larger set of partitions, namely sparse partitions and nonnesting partitions. A set partition of \([n]\) is said to be sparse, see [33], if for every \(i \in [n-1]\) the values \(i\) and \(i+1\) lie in two distinct blocks. Denote by \(\text{SP}(n)\) the set of sparse set partitions of \([n]\); it is easy to check that the cardinality of \(\text{SP}(n)\) is equal to the number of set partitions of \([n-1]\). A bijection between these two sets can be construct as follows (see [11, 24, 39]). Take a set partition \(\pi\) of \([n-1]\), and consider each factor of two or more consecutive letters in the canonical sequential form of \(\pi\). For each one of these factors, say \(\pi_i \pi_{i+1} \cdots \pi_j\), replace with \(n\) the letters \(\pi_{i+2k+1}\) for \(k\) such that \(i+1 \leq i+2k+1 \leq j\), and adjoin \(n\) at the right end side of \(\pi\). The resulting partition is clearly in \(\text{SP}(n)\), and this is a bijection: to reconstruct the original partition of \([n-1]\) just remove the \(n\)-th letter and replace each other letter \(n\) by the letter sitting on its left.

Let \(T(n)\) be one of the sets \(\text{SP}(n)\) or \(\text{NN}(n)\) and let \(\pi\) be a partition in \(T(n)\). Following the terminology of [21], by a children of \(\pi\) we mean any partition of \([n+1]\) obtained from \(\pi\) by inserting a letter at the right of the rightmost letter of \(\pi\) such that the resulting partition is in \(T(n+1)\). We denote by \(C_T(\pi)\) the set of all children of \(\pi\) and we remark that this set is never empty since the child \(\pi^*\) obtained by adjoining \(n+1\) on the right of \(\pi\), is in \(C_T(\pi)\). Moreover, every partition in \(T(n+1)\) has a unique parent in \(T(n)\) obtained by removing the letter in the \((n+1)\)-th position.

The following Lemmata are immediate from the definitions, and they are a generalization of those presented in [19].

**Lemma 3.1.** The distance between two children of the same partition is 1.
Lemma 3.2. If the distance between two partitions \( \pi \) and \( \omega \) of \([n]\) is 1, then the same holds for the partitions \( \pi^* \) and \( \omega^* \).

These two Lemmata show that all siblings of a partition of \( T(n) \) induce a complete subgraph of \( T(n+1) \), and that the sets \( C_T(\pi) \) and \( C_T(\omega) \), of siblings of two adjacent partitions \( \pi, \omega \in T(n) \), are linked by at least a pair of adjacent partitions. In fact something stronger is true, since the following Lemma assures the existence of at least one more pair of adjacent partitions linking the two sets.

Lemma 3.3. If the distance between partitions \( \pi, \omega \in T(n) \) is 1, then there exist children \( \hat{\pi} \neq \pi^* \) of \( \pi \) and \( \hat{\omega} \neq \omega^* \) of \( \omega \) such that their distance is also 1.

Proof: There exist sequential representations of \( \pi \) and \( \omega \), not necessarily both in canonical sequential form, such that \( \pi = \pi_1 \cdots \pi_n \) and \( \omega = \omega_1 \cdots \omega_n \), with \( \pi_\ell = \omega_\ell \), for all \( \ell \neq i \), and \( \pi_i \neq \omega_i \) for some \( i \in [n] \). If \( T(n) = NN(n) \), consider the partitions \( \hat{\pi} = \pi_1 \cdots \pi_{n-1} \pi_n \) and \( \hat{\omega} = \omega_1 \cdots \omega_{n-1} \phi_n \). If \( i \neq n \) then \( \pi_n = \omega_n \) and therefore \( \hat{\pi} \) and \( \hat{\omega} \) are nonnesting with distance 1. On the other hand, if \( i = n \) then we must have \( \pi_{n-1} = \omega_{n-1} \), and again this implies that \( \hat{\pi} \) and \( \hat{\omega} \) are nonnesting and have distance 1.

Consider now the case \( T(n) = SP(n) \). If \( i \neq n-1 \), consider the partitions \( \hat{\pi} = \pi_1 \cdots \pi_{n-1} \pi_n \) and \( \hat{\omega} = \omega_1 \cdots \omega_{n-1} \phi_n \), and if \( i = n-1 \) consider \( \hat{\pi} = \pi_1 \cdots \pi_{n-2} \pi_n \) and \( \hat{\omega} = \omega_1 \cdots \omega_{n-2} \phi_n \). In both cases the partitions \( \hat{\pi} \) and \( \hat{\omega} \) are sparse and their distance is 1.

We give now a recursive construction of a Gray code with distance 1 for the set \( T(n) \). The construction is trivial for \( n = 1, 2 \) and such a Gray code for \( SP(3) \) and \( NN(3) \) is presented in Figures 1 and 2, respectively.

Suppose, inductively, that we know the list \( L_n \), the Gray code sequence of all partitions in \( T(n) \) with distance 1, for some \( n \geq 3 \). Construct the list \( L_{n+1} \) as follows: take the first partition \( \pi \) in \( L_n \) and list all its children, starting with \( \pi^* \) and ending with a partition \( \hat{\pi} \) adjacent to some child \( \hat{\omega} \neq \omega^* \) of the second partition \( \omega \) in \( L_n \). Go to \( \hat{\omega} \) and then list the remaining children of \( \omega \) ending with \( \omega^* \). From here the process repeats itself, starting with the next partition in \( L_n \), until we get to the last partition in \( L_n \).

Theorem 3.4. The list \( L_n \) is a Gray code with distance 1 for the partitions in \( T(n) \), for \( n \geq 3 \).

Proof: Note that \( L_n \) is a list of all partitions in \( T(n) \), since every partition in this set has a parent in \( T(n-1) \) and we start the induction with the
list $\mathcal{L}_3$ given in Figures 1 and 2, which are the complete list of sparse and nonnesting partitions of [3], respectively. Given two consecutive partitions in $\mathcal{L}_n$ two cases can happen: either they are siblings or they are children from adjacent partitions in $\mathcal{L}_{n-1}$. In the first case Lemma 3.1 assures that their distance is 1, and in the second case their construction and the fact that the distance is 1 are guaranteed by Lemmata 3.2 and 3.3.

The above construction can be rearranged in order to give Hamilton cycles for SP($n$) and NN($n$). We start with the set of sparse partitions of $[n]$, for which we need to specify some special partitions.

**Definition 3.5.** For $n \geq 4$ and $\ell \in [n-2]$, let $\gamma^n$, $\delta^n$ and $\eta^n_\ell$ be the following sparse partitions, written in canonical sequential form: $\gamma^n = 12 \cdots n$, $\delta^n = 12134 \cdots (n-1)$ and $\eta^n_\ell = 12 \cdots (n-1)\ell n$.

Note that the distance between the partitions $\gamma^n$ and $\delta^n$, and between $\gamma^n$ and $\eta^n_\ell$ is 1. Also, we have $(\gamma^n)^* = \gamma^{n+1}$, $(\delta^n)^* = \delta^{n+1}$ and $(\eta^n_\ell)^* = 12 \cdots (n-1)\ell n$. The next Lemma highlights the connections between the children of $\gamma^n$ and $\eta^n_\ell$. 

<table>
<thead>
<tr>
<th>$\mathcal{L}_3$</th>
<th>$\mathcal{L}_4$</th>
<th>$\mathcal{L}_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>121</td>
<td>1213</td>
<td>12134</td>
</tr>
<tr>
<td></td>
<td>12132</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12131</td>
<td></td>
</tr>
<tr>
<td>1212</td>
<td>12121</td>
<td>12123</td>
</tr>
<tr>
<td>123</td>
<td>1232</td>
<td>12324</td>
</tr>
<tr>
<td></td>
<td>12321</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12323</td>
<td></td>
</tr>
<tr>
<td>1231</td>
<td>12313</td>
<td>12312</td>
</tr>
<tr>
<td></td>
<td>12314</td>
<td></td>
</tr>
<tr>
<td>1234</td>
<td>12345</td>
<td>12343</td>
</tr>
<tr>
<td></td>
<td>12342</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12341</td>
<td></td>
</tr>
</tbody>
</table>
\begin{center}
\begin{tabular}{c|c|c|c|c}
\hline
$\mathcal{L}_3$ & $\mathcal{L}_4$ & $\mathcal{L}_5$ \\
\hline
111 & 1112 & 11123 & 12334 & 12223 \\
& 1111 & 11122 & 12333 & 12222 \\
121 & 1211 & 11121 & 12343 & 12232 \\
& 1212 & 11111 & 12342 & 12234 \\
& 1213 & 11112 & 12344 & 12233 \\
123 & 1233 & 12113 & 12345 & 11233 \\
& 1234 & 12111 & 12341 & 11234 \\
& 1231 & 12121 & 12311 & 11232 \\
& 1232 & 12122 & 12312 & 11231 \\
122 & 1222 & 12123 & 12313 & 11211 \\
& 1223 & 12133 & 12314 & 11213 \\
112 & 1123 & 12131 & 12324 & 11212 \\
& 1121 & 12132 & 12322 & 11222 \\
& 1122 & 12134 & 12323 & 11223 \\
\hline
\end{tabular}
\end{center}

Figure 2. Gray codes for NN($n$), $n = 3, 4, 5$, where the columns are read top to bottom, and left to right.

**Lemma 3.6.** There are $n - 1$ pairs of partitions $\hat{\gamma}$ and $\hat{\eta}$ with distance 1, where $\hat{\gamma}$ is a child of $\gamma^n$ and $\hat{\eta}$ is a child of $\eta^n_{\ell}$, for some $\ell \in [n - 2]$.

*Proof:* The children of $\gamma^n$ are the partitions
\[
\eta_j^{n+1} = 12 \cdots nj, \quad \text{for } j \in [n - 1] \quad \text{and} \quad (\gamma^n)^* = 12 \cdots n(n + 1),
\]
and the children of $\eta^n_{\ell}$ are
\[
12 \cdots (n - 1)\ell j, \quad \text{for } j \in [n] \setminus \{\ell\}.
\]

Therefore, we can consider the pair $(\gamma^n)^*$ and $(\eta^n_{\ell})^* = 12 \cdots (n - 1)\ell n$ of children of $\gamma^n$ and $\eta^n_{\ell}$, and also the pairs $\hat{\gamma}$ and $\hat{\eta}$, where $\hat{\gamma} = 12 \cdots nj$ and $12 \cdots (n - 1)\ell j$, for all $j \in [n] \setminus \{\ell, n\}$, all of which have distance 1. \qed

To construct a Hamilton cycle in SP($n$) we need to consider the parity of SP($n - 1$). Note that SP(3) is just the cycle 123, 121 with distance 1.

**Theorem 3.7.** For $n \geq 4$ the graph SP($n$) has a Hamilton cycle with distance 1, where $\gamma^n$ is adjacent to $\delta^n$ and $\eta^n_{\ell}$, for some $\ell \in [n - 2]$.
Proof: The proof is by induction on \( n \geq 4 \). The case \( n = 4 \) is displayed in Figure 1. Assume the result for \( n \geq 4 \) and let

\[
\mathcal{S}_n = \gamma^n, \delta^n, \pi, \ldots, \omega, \eta^n_\ell
\]

be a Hamilton cycle in the graph \( \text{SP}(n) \), for some \( \ell \in [n - 2] \). Start the Hamilton cycle \( \mathcal{S}_{n+1} \) in \( \text{SP}(n+1) \) with the child \((\gamma^n)^*\) of \( \gamma^n \), and then go to \((\delta^n)^*\). Go through all the remaining children of \( \delta^n \) (the order does not matter because each one has distance 1 from all others, see Lemma 3.1; the important point is only to choose wisely the first and the last child to visit) ending with a partition \( \widehat{\delta}^n \) adjacent to some child \( \widehat{\pi} \neq \pi^* \) of \( \pi \). Next, follow the construction given for \( L_n \) till we get to \( \omega^* \).

If the number of elements of \( \mathcal{S}_n \) is odd, then \( \omega^* \) is the first child in \( C_{\text{SP}(n)}(\omega) \) to be linked. As before, go through all the remaining elements of this set (again, the order does not matter because each one has distance 1 from all others, see Lemma 3.1, so it is just important to choose correctly the first and the last child to visit) ending with a partition \( \widehat{\omega} \) adjacent to some child \( \widehat{\pi} = 12 \cdots (n - 1)k \) of \( \eta^n_\ell \), for some \( k \in [n] \setminus \{\ell, n\} \). Go through the remaining siblings of \( \widehat{\eta} \) ending on \( 12 \cdots (n - 1)k \), for some \( k \in [n] \setminus \{\ell, j, n\} \). By Lemma 3.6, this partition exists and can be linked to the child \( 12 \cdots nk \) of \( \gamma^n \).

Go through all the remaining children of \( \gamma^n \) (again, the order does not matter because each one has distance 1 from all others, see Lemma 3.1, so it is important only to choose correctly the first and the last child to visit) ending with \((\gamma^n)^*\) to close the cycle.

Otherwise, if \( \mathcal{S}_n \) has an even number of elements, follow the construction for the even case till we get to partition \( \omega^* \), which is now the last child of \( \omega \) to be inserted in the cycle \( \mathcal{S}_{n+1} \). Next, go to \((\eta^n_\ell)^*\) and go through all the remaining children of \( \eta^n_\ell \) (in any order since each one has distance 1 from all others, see Lemma 3.1; the only important point is the choose wisely the first and the last child to visit) ending with some \( \widehat{\eta} = 12 \cdots (n - 1)k \), for some \( k \in [n - 1] \setminus \{\ell\} \). Again Lemma 3.6 guarantees that this is feasible and that this partition can be followed by the child \( 12 \cdots nk \) of \( \gamma^n \). Go through the remaining children of \( \gamma^n \), ending on \((\gamma^n)^*\) to close the cycle.

As in the proof of Theorem 2, it is easy to check that in both cases the cycle \( \mathcal{C}_{n+1} \) contains all partitions in \( \text{NN}(n+1) \) and that the distance between any two consecutive partitions is 1.

\[\square\]
Consider next the problem of constructing a Hamilton cycle for the set of nonnesting partitions of \([n]\). In order to solve it, we need to consider the parity of the cardinality of set NN\((n-1)\), and two special partitions.

**Definition 3.8.** For \(n \geq 3\), define the partitions \(\lambda^n = 1^n\) and \(\nu^n = 12^{n-2}\).

The partitions \(\lambda^n\) and \(\nu^n\) are nonnesting and their children are
\[
C_{\text{NN}(n)}(\lambda^n) = \{\lambda^{n+1}, (\lambda^n)^*\} \quad \text{and} \quad C_{\text{NN}(n)}(\nu^n) = \{\nu^{n+1}, (\nu^n)^*\} \quad \text{for} \ n > 4.
\]
Note also that
\[
C_{\text{NN}(n)}((\lambda^{n-1})^*) = \{1^{n-1}23, 1^{n-1}22, 1^{n-1}121\}.
\]

**Theorem 3.9.** For \(n \geq 3\) there exists a Hamilton cycle with distance 1 in \(\text{NN}(n)\), where \(\lambda^n\) is adjacent to \(\nu^n\) and \((\lambda^{n-1})^*\).

**Proof:** The construction is done by induction on \(n \geq 3\), following closely the construction of \(L_n\). The case \(n = 3\) is shown in Figure 2. Assume that the result holds for \(n \geq 3\) and let
\[
\mathcal{C}_n = \lambda^n, \nu^n, \pi, \ldots, \omega, (\lambda^{n-1})^*
\]
be a Hamilton cycle with distance 1 in \(\text{NN}(n)\). We can now construct the Hamilton cycle \(\mathcal{C}_{n+1}\), which depends on the parity of the number of elements of \(\text{NN}(n)\).

If |\(\text{NN}(n)\)| is even, start the cycle with the child \(\lambda^{n+1}\) of \(\lambda^n\). The next partition in \(\mathcal{C}_{n+1}\) is \(\nu^{n+1}\) followed by its only sibling \((\nu^n)^*\). From here go to \(\pi^*\) and follow the construction given for \(L_n\) till we get to \(\omega^*\). The condition of being even guarantees that this partition is the first child of \(C(\omega)\) in the list \(\mathcal{C}_{n+1}\). Go through all the remaining children of \(C(\omega)\) (the order does not matter because each one has distance 1 from all others, see Lemma 3.1; only it is crucial to choose correctly the first and the last child to visit) ending with a partition adjacent to one of the two children of \((\lambda^{n-1})^*\), other than \(((\lambda^{n-1})^*)^*\). Go to the next child in the set \(C(\lambda^{n-1})^* \setminus \{(\lambda^{n-1})^*\}^*\) and then to \(((\lambda^{n-1})^*)^*\). Next, go to \((\lambda^n)^*\) and finally to \(\lambda^{n+1}\), thus completing the Hamilton cycle.

If |\(\text{NN}(n)\)| is odd follow the construction of the even case from \(\lambda^{n+1}\) till the partition \(\omega^*\). Now, the odd condition guarantees that this is the last child of \(C(\omega)\) in the list. Next, place the children \(((\lambda^{n-1})^*)^*, 1^{n-1}21, 1^{n-1}22\) of \(C(\nu^n)\), by this order, and then go to \((\lambda^n)^*\) followed by \(\lambda^{n+1}\) to complete the cycle.
As in the proof of Theorem 2, it is easy to check that in both cases the
cycle $C_{n+1}$ contains all partitions in NN($n+1$) and that the distance between
any two consecutive partitions is 1. ■

4. Lexicographical combinatorial generation

Usually the study of set partitions of $[n]$ having a specific property, e.g.
being noncrossing, nonnesting, sparse, etc., is refined by considering all such
partitions which have exactly $k$ blocks. In this sections we consider arcs
instead of blocks, investigating nonnesting and sparse nonnesting partitions
of $[n]$ which have exactly $k$ arcs, since in this way all results are much easier
to state and prove. However we remark that we can safely choose arcs instead
of blocks without losing in generality because of the following result.

**Proposition 4.1.** Consider $\pi \in P(n)$, where $n \geq 1$ is an integer, and let
block $(\pi)$ be the set of its blocks and arc $(\pi)$ be the set of its arcs; then the
equality
\[
\# \text{block}(\pi) + \# \text{arc}(\pi) = n
\]
holds.

**Proof:** By definition,
\[
\sum_{B \in \text{block}(\pi)} \#B = n,
\]
and obviously in any $B \in \text{block}(\pi)$ there are exactly $\#B - 1$ arcs of $\pi$, viz.
$B$ contributes to $\text{arc}(\pi)$ with $\#B - 1$ arcs. For any $B \in \text{block}(\pi)$ let $\text{arc}_B(\pi)$
be the set of arcs in $\pi$ which are inside the block $B$; then by definition of arc
we have
\[
\# \text{arc}(\pi) = \sum_{B \in \text{block}(\pi)} \# \text{arc}_B(\pi),
\]
therefore
\[
n = \sum_{B \in \text{block}(\pi)} \#B = \sum_{B \in \text{block}(\pi)} (1 + \# \text{arc}_B(\pi))
\]
\[
= \# \text{block}(\pi) + \sum_{B \in \text{block}(\pi)} \# \text{arc}_B(\pi) = \# \text{block}(\pi) + \# \text{arc}(\pi).
\]

■
Hence defining SNN \((n)\) to be the set of sparse nonnesting partitions of \([n]\), NN \((n, k)\) and SNN \((n, k)\) to be the sets of nonnesting, respectively sparse nonnesting, partitions of \([n]\) with exactly \(k\) blocks, and NN \([n, k]\) and SNN \([n, k]\) to be the sets of nonnesting, respectively sparse nonnesting, partitions of \([n]\) with exactly \(k\) arcs, we get the two following set equality: \(\text{NN} [n, k] = \text{NN} (n, n - k)\) and \(\text{SNN} [n, k] = \text{SNN} (n, n - k)\), for \(k = 0, \ldots, n - 1\).

Now we present a characterization of the set of nonnesting partitions which, albeit very simple to prove, will demonstrate itself to be the key ingredient in designing an efficient algorithm for the combinatorial generation of such set.

**Lemma 4.2.** Let \(n \geq 2\) be an integer number and \(\pi\) a set partition of \([n]\) with \((o_1, c_1), \ldots, (o_k, c_k)\) the couples of all its openers and corresponding closers, i.e. all the arcs of \(\pi\).

Then the two following statements are equivalent:

1. \(\pi \in \text{NN} (n)\),
2. if \(o_1 < \ldots < o_k\) then \(c_1 < \ldots < c_k\).

**Proof:** Obviously without loss of generality up the a rearrangement we can always suppose that \(o_1 < \ldots < o_k\). From the definition it is straightforward that there is a nesting if and only if \(c_i \geq c_j\) for \(i < j\).

In general, given \(\pi \in P(n)\) there is no univocal natural ordering of the arcs because it depends whether openers or closers are considered: for instance, if \(\pi = \{\{1, 4\}, \{2, 3\}\}\), then \((1, 4), (2, 3)\) is the natural arrangement according to openers, but according to closers the natural one is \((2, 3), (1, 4)\). However, because of the previous Lemma, we see that there is no such ambiguity when \(\pi \in \text{NN} (n)\).

Given \(\pi \in \text{NN} (n)\), let \((o_1, c_1), \ldots, (o_k, c_k)\) be all its arcs ordered according to openers (or closers, because of Lemma 4.2), i.e. if \(i < j\) then \(o_i < o_j\); obviously we can univocally represent \(\pi\) with the data structure \(\text{Arch} (\pi)\) given by the following integer sequence: if \(\pi\) has no arcs, i.e. \(\pi = \{\{1\}, \ldots, \{n\}\}\), the partitions made by all singleton blocks, then \(\text{Arch} (\pi) := (\emptyset)\), whereas if \(\pi\) admits some arcs then \(\text{Arch} (\pi) := (o_1, c_1, \ldots, o_k, c_k)\).
On the other hand, given an integer \( n \geq 1 \) and an integer sequence \( S = (a_1, \ldots, a_{2k}) \) for some \( 1 \leq k \leq n - 1 \) such that

\[
\begin{align*}
1 \leq a_{2t-1} < a_{2t} & \leq n \quad \text{for all } t = 1, \ldots, k \\
a_{2t-1} < a_{2t+1} & \quad \text{for all } t = 1, \ldots, k - 1 \\
a_{2t} < a_{2(t+1)} & \quad \text{for all } t = 1, \ldots, k - 1
\end{align*}
\]

we can univocally associate them a partition \( \pi \in \mathbb{N} [n, k] \), since clearly \( S = \text{Arch} (\pi) \).

We explicitly present now an algorithm which generates \( \mathbb{N} [n, k] \) and \( \text{SNN} [n, k] \) starting from \( \mathbb{N} [n, k - 1] \) and \( \text{SNN} [n, k - 1] \), respectively. In order to show the extremely close similarities between the generation of these two sets, \( \mathbb{N} [n, k] \) and \( \text{SNN} [n, k] \), we consider a flag variable \( b \) such that

\[
b = \begin{cases} 
0 & \text{if we are generating } \mathbb{N} [n, k] \text{ from } \mathbb{N} [n, k - 1] \\
1 & \text{if we are generating } \text{SNN} [n, k] \text{ from } \text{SNN} [n, k - 1]
\end{cases}
\]

therefore we can just present a unified design of such algorithm.

**Algorithm 4.3** (Gen\((n, k, b)\)).

If \( k = 0 \) then Output: \( \pi \) such that \( \text{Arch} (\pi) = (\emptyset) \);

else

Begin

Input: \( \pi_1, \ldots, \pi_t \), output of Gen\((n, k - 1, b)\) in the order in which they are generated;

For \( i := 1 \) to \( t \) do

Begin

If \( k = 1 \) then

Begin

\( \text{lo}_i := 0; \)
\( \text{lc}_i := 1; \)

End

else /* i.e. If \( k \geq 2 \) */

Begin

\( \text{lo}_i := \text{largest opener of } \pi_i; \)
/* i.e. \( \text{lo}_i := o_{k-1}, \text{ the } 2k - 3 \text{ coordinate in } \text{Arch} (\pi_i) */
\( \text{lc}_i := \text{largest closer of } \pi_i; \)
/* i.e. \( \text{lc}_i := c_{k-1}, \text{ the } 2(k - 1) \text{ coordinate in } \text{Arch} (\pi_i) */
Before proving the validity of this algorithm we describe one important property.
This algorithm endows NN \([n,k]\) and therefore all its subsets, like for instance SNN \([n,k]\), with a total order \(\preceq\), denoted as the lexicographical order, given by the order of output generation. This order is the following:

\[
\pi \preceq \tau \quad \text{if and only if} \quad \text{Arch}(\pi) \leq \text{Arch}(\tau) \text{ lexicographically}.
\]

**Proposition 4.4.** For all integers \(0 \leq k \leq n-1\), \(b = 0\), respectively \(b = 1\), the algorithm \(\text{Gen}(n,k,b)\) combinatorially generates NN \([n,k]\), respectively SNN \([n,k]\), in the lexicographical order.

Furthermore, \(\text{Gen}(n,k,b)\) has optimal computational complexity.

**Proof:** Consider first the case \(b = 0\); we have to show that all and only \(\pi \in \text{NN}[n,k]\) are generated, that each such partition is generated exactly once, and that this generation is in lexicographical order. If \(k = 0\) then this is obvious since there is only one partition in \(\pi \in \text{NN}[n,0]\), namely \(\pi\) such that \(\text{Arch}(\pi) = (\emptyset)\).

If \(k > 0\) then given \(\pi \in \text{NN}[n,k]\) consider \(\text{Arch}(\pi) := (o_1,c_1,\ldots,o_k,c_k)\); because of Lemma 4.2, \((o_1,c_1,\ldots,o_{k-1},c_{k-1})\) equals \(\text{Arch}(\pi')\) for some \(\pi' \in \text{NN}[n,k-1]\), and since in our algorithm we consider all such \(\pi'\) and all possible ways to add the last arc \((o_k,c_k)\) in \(\pi\) we are clearly generating all \(\pi \in \text{NN}[n,k]\), and nothing else, since we are adding to a nonnesting partition only one arc whose closer is larger than all others. Moreover, it is clear that we cannot generate twice the same partition \(\pi \in \text{NN}[n,k]\) because given \(\pi' \in \text{NN}[n,k-1]\) the last arc \((o_k,c_k)\) that we are adding in order to obtain \(\pi\) is always “greater” (according to both openers and closers) of all arcs in \(\pi'\).

Finally, this generation is in lexicographical order. In fact, consider two partitions \(\pi\) and \(\tau\) such that \(\tau\) is generated (immediately) after \(\pi\), and
the corresponding arrays \( \text{Arch} (\pi) = (o_1 (\pi), c_1 (\pi), \ldots, o_k (\pi), c_k (\pi)) \) and \( \text{Arch} (\tau) = (o_1 (\tau), c_1 (\tau), \ldots, o_k (\tau), c_k (\tau)) \). By induction

\[
(o_1 (\pi), c_1 (\pi), \ldots, o_{k-1} (\pi), c_{k-1} (\pi)) \leq (o_1 (\tau), c_1 (\tau), \ldots, o_{k-1} (\tau), c_{k-1} (\tau))
\]

lexicographically, and if the equality holds then \((o_k (\pi), c_k (\pi)) \leq (o_k (\tau), c_k (\tau))\) lexicographically, because of the design of the two for loops.

If \( b = 1 \) all the above reasonings apply, and the only thing one has to check is that the generated partitions are actually sparse, i.e. the distance between every opener and its corresponding closer is at least 2, but this is true because of induction for the first \( k - 1 \) arcs and the flag variable set to 1 in the internal for loop for the last arc.

Lastly, \( \text{Gen}(n, k, b) \) has optimal computational complexity because it is clearly a linear output-sensitive combinatorial generation algorithm, see [38].

It is known that \( \# SP (n + 1) = \# P (n) \), see e.g. [24, 39, 52], and combining the main result of [11] with one of the known bijections linking noncrossing and nonnesting partitions, we get that \( \# NN (n, k) = \# SNN (n + 1, k) \), but the resulting bijection which exhibits such equality is extremely complicated and “ugly”.

Using Algorithm \( \text{Gen}(n, k, b) \) we show the equality

\[
\# NN [n, k] = \# SNN [n + 1, k]
\]

for all integers \( n \geq 1 \) and \( 0 \leq k \leq n - 1 \), and we explicitly exhibit a bijection between the two sets which is extremely easy to present and compute.

In fact, the two algorithms \( \text{Gen}(n, k, 0) \) and \( \text{Gen}(n + 1, k, 1) \) give a (possibly partial) injective map \( \Phi \) between NN \([n, k]\) and SNN \([n + 1, k]\), matching the \( i \)-th generated partition of \( \text{Gen}(n, k, 0) \) with the \( i \)-th generated partition of \( \text{Gen}(n + 1, k, 1) \).

From an analysis of the two algorithms we see that actually \( \Phi \) has an extremely simple and nice form, and it is indeed a bijection. In fact, if \( k = 0 \) then obviously \( \# NN [n, 0] = \# SNN [n + 1, 0] = 1 \), so everything is trivial, whereas if \( k \geq 1 \) for any \( \pi \in \text{NN} [n, k] \) consider \( \text{Arch} (\pi) = (o_1, c_1, \ldots, o_k, c_k) \); then \( \Phi (\pi) \) is such that

\[
\text{Arch} (\Phi (\pi)) = (o_1, c_1 + 1, \ldots, o_k, c_k + 1).
\]

We conclude this section with some instances of partitions generated by running
Gen\((n, k, b)\). For the sake of conciseness and lucidity of exposition, we consider

**Algorithm 4.5** \((\text{GenTot}(n, b))\).

*For* \(k := 0\) \textit{to} \(n - 1\) \textit{do} Gen\((n, k, b)\).

and present the output of GenTot\((4, 0)\) and GenTot\((5, 1)\) in the correct order of generation, representing partitions both according their blocks and using Arch notation.

**Example 4.6.**

\(\begin{array}{|c|c|c|}
\hline
& \text{Output of GenTot}(4, 0) & \text{Output of GenTot}(5, 1) \\
\hline
\text{Block notation} & \text{Arch} & \text{Block notation} & \text{Arch} \\
\hline
\{\{1\},\{2\},\{3\},\{4\}\} & (1, 2) & \{\{1\},\{2\},\{3\},\{4\},\{5\}\} & (1, 3) \\
\{\{1,2\},\{3\},\{4\}\} & (1, 3) & \{\{1,3\},\{2\},\{4\},\{5\}\} & (1, 4) \\
\{\{1,3\},\{2\},\{4\}\} & (1, 4) & \{\{1,4\},\{2\},\{3\},\{5\}\} & (1, 5) \\
\{\{1,4\},\{2\},\{3\}\} & (2, 3) & \{\{1,5\},\{2\},\{3\},\{4\}\} & (2, 4) \\
\{\{1\},\{2,3\},\{4\}\} & (2, 4) & \{\{1\},\{2,4\},\{3\}\} & (2, 5) \\
\{\{1\},\{2,4\},\{3\}\} & (3, 4) & \{\{1\},\{2\},\{3,5\},\{4\}\} & (3, 5) \\
\{\{1,2,3\},\{4\}\} & (1, 2, 2, 3) & \{\{1,3\},\{2,4\},\{5\}\} & (1, 3, 2, 4) \\
\{\{1,2,4\},\{3\}\} & (1, 2, 2, 4) & \{\{1,3\},\{2,5\},\{4\}\} & (1, 3, 2, 5) \\
\{\{1,2\},\{3,4\}\} & (1, 2, 3, 4) & \{\{1,3\},\{2,5\},\{4\}\} & (1, 3, 3, 5) \\
\{\{1\},\{2,3\},\{4\}\} & (1, 3, 2, 4) & \{\{1,4\},\{2,5\},\{3\}\} & (1, 4, 2, 5) \\
\{\{1,3\},\{2\}\} & (1, 3, 3, 4) & \{\{1,4\},\{2\},\{3,5\}\} & (1, 4, 3, 5) \\
\{\{1\},\{2,3\},\{4\}\} & (2, 3, 3, 4) & \{\{1\},\{2,4\},\{3,5\}\} & (2, 4, 3, 5) \\
\{\{1,2,3,4\}\} & (1, 2, 2, 3, 3, 4) & \{\{1,3,5\},\{2,4\}\} & (1, 3, 2, 4, 3, 5) \\
\hline
\end{array}\)

5. **Open problems**

The notion of nonnesting set partition exists in all classical reflection groups, see e.g. [2, 12, 13, 40], so it is quite natural to ask for a generalization of our results to Weyl groups of type \(B\) and \(D\).
Open problem 5.1. Obtain Gray codes and efficient combinatorial generation algorithms for the sets of nonnesting partitions in Weyl groups of type $B$ and $D$.

To the best of our knowledge, so far the only results in this direction are the design of Gray codes for set partitions in classical Weyl groups, see [14, 26], but nothing at all is known when the nonnesting condition is added.
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