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STABILITY AND CONVERGENCE OF A LEAP-FROG
DISCONTINUOUS GALERKIN METHOD FOR
TIME-DOMAIN MAXWELL’S EQUATIONS IN

ANISOTROPIC MATERIALS

ADÉRITO ARAÚJO, SÍLVIA BARBEIRO AND MARYAM KHAKSAR GHALATI

Abstract: In this work we discuss the numerical discretization of the time-dependent
Maxwell’s equations using a fully explicit leap-frog type discontinuous Galerkin
(DG) method. We present a sufficient condition for the stability and we derive the
convergence properties of the fully discrete method, for cases of typical boundary
conditions (either perfect electric, perfect magnetic or first order Silver-Müller). In
the model we consider heterogeneous anisotropic permittivity tensors which arise
naturally in our application of interest [2]. Numerical results supporting the analysis
are provided.
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1. Introduction

The electromagnetic field consists of coupled electric and magnetic fields,
known as electric field intensity, E, and magnetic induction, B. The effects of
these two fundamental fields on matter, can be characterized by the electric
displacement and the magnetic field intensity vectors, frequently denoted by
D and H, respectively. The knowledge of the material properties can be used
to derive a useful relation between D and E and between B and H. Here
we will consider the constitutive relations of the form D = ǫE and B = µH,
where ǫ is the medium’s electric permittivity and µ is the medium’s magnetic
permeability.
Maxwell’s equations are a fundamental set of partial differential equations

which describe electromagnetic wave interactions with materials. In three-
dimensional spaces for heterogeneous anisotropic linear media with no source,
these equations can be written in the form [9]

ǫ
∂E

∂t
= curl H, µ

∂H

∂t
= −curl E.

The computational modeling of linear light scattering is done via discrete
solutions of Maxwell’s equations. The finite-difference time-domain (FDTD)
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method, first introduced by Yee in 1966 [22], computes a discrete solution
of Maxwell’s curl equations in the time domain by applying centered finite
difference operators on staggered grids in space and time for each electric
and magnetic vector field component in the equations. This method has
been applied to a wide range of electromagnetic problems. An application
to cellular-level biophotonics was reported in [16], wherein visible light inter-
actions with a retinal photoreceptors were modelled for the two-dimensional
transverse magnetic (TM) and transverse electric (TE) polarisation cases. In
[6], Dunn and Richards-Kortum pioneered the application of FDTD method
to light scattering from cells. And many more examples can be found in
literature [19].
Many recent papers on the simulation of electromagnetic waves propagation

have shown interest in the use of discontinuous Galerkin time domain meth-
ods (DGTD) to solve Maxwell’s equations and the advantages of using DGTD
methods when compared with classical FDTD methods, finite volume time
domain methods or finite element time domain methods, have been reported
by several authors (see e.g. [9]). DGTD methods gather many desirable
features such as being able to achieve high-order accuracy and easily handle
complex geometries. Moreover, they are suitable for parallel implementation
on modern multi-graphics processing units. Local refinement strategies can
be incorporated due to the possibility of considering irregular meshes with
hanging nodes and local spaces of different orders.
Despite the relevance of the anisotropic case, most of the formulation of

the DGTD methods present in the literature are restricted to isotropic ma-
terials [11, 12, 15]. Motivated by our application of interest described in [2],
in the present paper we consider a model with an heterogeneous anisotropic
permittivity tensor. The treatment of anisotropic materials within a DGTD
framework was discussed for instance in [9] (with central fluxes) and in [13]
(with upwind fluxes). Here we combine the nodal DG method [12] (consid-
ering both central and upwind fluxes) for the integration in space with an
explicit leap-frog type method for the time integration. We present a rigorous
proof of stability and derive the error estimates. The bounds of the stability
region are derived reveling the influence of not only the boundary conditions
and the mesh size but also the dependence of the numerical flux and the
polynomial degree used in the construction of the finite element space, mak-
ing possible to balance accuracy and computational efficiency. Moreover a
modified method is proposed to improve the order of convergence in time for
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certain type of boundary conditions. We illustrate the stability condition as
well as the convergence order of the fully-discrete scheme, both in space and
time, with numerical tests.

2. Electromagnetic waves in anisotropic materials

At the macroscopic scale, a dielectric material is optically isotropic if, at
any given spatial location in it, its optical properties are the same for any
direction [4]. Then at a given spatial location in that medium, there is only
one dielectric permittivity (for a given frequency of light) and, hence, only one
refractive index of light. Gas, liquid and amorphous solids constitute relevant
optically isotropic dielectric materials. Various general and specific aspects
of the propagation and scattering of the electromagnetic field in optically
isotropic materials are well understood and well documented [20].
An optically anisotropic dielectric material is one in which the optical prop-

erties depend on the chosen direction (also, for a given frequency of light)
[4]. The electric permittivity ǫ and magnetic permeability µ are in this case
described by tensor functions of position. The electrical properties of atoms
and molecules are typically anisotropic.
In a similar fashion to [22], we decompose the electromagnetic wave in

a transverse electric (TE) mode and a transverse magnetic (TM) mode,
this way reducing significantly the number of equations implemented in our
model. Here we shall analyse the time domain Maxwell’s equations in the
transverse electric (TE) mode, as in [13], where the only non-vanishing com-
ponents of the electromagnetic fields are Ex, Ey and Hz. For this case, and
assuming no conductivity effects, the equations in the non-dimensional form
are

ǫ
∂E

∂t
= ∇×H in Ω× (0, Tf ] (1)

µ
∂H

∂t
= −curl E in Ω× (0, Tf ], (2)

where E = (Ex, Ey) and H = (Hz). This equations are set and solved on the
bounded polygonal domain Ω ⊂ R

2. Note that we use the following notation
for the vector and scalar curl operators

∇×H =

(

∂Hz

∂y
,−

∂Hz

∂x

)T

, curl E =
∂Ey

∂x
−

∂Ex

∂y
.
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The electric permittivity of the medium, ǫ and the magnetic permeability of
the medium µ are varying in space, being ǫ an anisotropic tensor

ǫ =

(

ǫxx ǫxy
ǫyx ǫyy

)

, (3)

while we consider isotropic permeability µ. We assume that electric per-
mittivity tensor ǫ is symmetric and uniformly positive definite for almost
every (x, y) ∈ Ω, and it is uniformly bounded with a strictly positive lower
bound, i.e., there are constants ǫ > 0 and ǫ > 0 such that, for almost every
(x, y) ∈ Ω,

¯
ǫ|ξ|2 ≤ ξT ǫ(x, y)ξ ≤ ǫ|ξ|2, ∀ξ ∈ R

2.

We also assume that there are constants µ > 0 and µ > 0 such that, for
almost every (x, y) ∈ Ω,

µ ≤ µ(x, y) ≤ µ.

Let the unit outward normal vector to the boundary be denoted by n. We
can define an effective permittivity ([13]) by

ǫeff =
det(ǫ)

nT ǫn
,

that is used to characterize the speed with which a wave travels along the
direction of the unit normal

c =

√

nT ǫn

µ det(ǫ)
.

The model equations (1)–(2) must be complemented by proper boundary
conditions. Here we consider the most common, either the perfect electric
conductor boundary condition (PEC)

n× E = 0 on ∂Ω, (4)

the perfect magnetic conductor boundary condition (PMC),

n×H = 0 on ∂Ω, (5)

or the first order Silver-Müller absorbing boundary condition

n× E = cµn× (H × n) on ∂Ω. (6)

Initial conditions

E(x, y, 0) = E0(x, y) and H(x, y, 0) = H0(x, y) in Ω,

must also be provided.
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We can write Maxwell’s equations (1)–(2) in a conservation form

Q
∂q

∂t
+∇ · F (q) = 0 in Ω× (0, Tf ], (7)

with

Q =

(

ǫ 0
0 µ

)

, q =





Ex

Ey

Hz



 and F (q) =





0 Hz

−Hz 0
−Ey Ex





T

,

where ∇· denotes the divergence operator.

3. A leap-frog discontinuous Galerkin method

The aim of this section is to derive our computational method. We will
consider a nodal discontinuous Galerkin method for the space discretization
and a leap-frog method for the time integration.

3.1. The discontinuous Galerkin method. Assume that the compu-
tational domain Ω is partitioned into K triangular elements Tk such that
Ω = ∪kTk. For simplicity, we consider that the resulting mesh Th is conform-
ing, that is, the intersection of two elements is either empty or an edge.
Let hk be the diameter of the triangle Tk ∈ Th, and h be the maximum

element diameter,

hk = sup
P1,P2∈TK

‖P1 − P2‖, h = max
Tk∈Th

{hk}.

We assume that the mesh is regular in the sense that there is a constant
τ > 0 such that

∀Tk ∈ Th,
hk

τk
≤ τ, (8)

where τk denotes the maximum diameter of a ball inscribed in Tk.
On each element Tk, the solution fields are approximated by polynomials of

degree less than or equal to N . The global solution q(x, y, t) is then assumed
to be approximated by the piecewise N order polynomials

q(x, y, t) ≃ q̃(x, y, t) =

K
⊕

k=1

q̃k(x, y, t),
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defined as the direct sum of the K local polynomial solutions q̃k(x, t) =
(Ẽxk

, Ẽyk, H̃zk). We use the notation

Ẽx(x, y, t) =

K
⊕

k=1

Ẽxk
(x, y, t), Ẽy(x, y, t) =

K
⊕

k=1

Ẽyk(x, y, t),

H̃z(x, y, t) =

K
⊕

k=1

H̃zk(x, y, t).

The finite element space is then taken to be

VN = {v ∈ L2(Ω)3 : v|Tk
∈ PN(Tk)

3},

where PN(Tk) denotes the space of polynomials of degree less than or equal
to N on Tk. The fields are expanded in terms of interpolating Lagrange
polynomials Li(x, y),

q̃k(x, y, t) =

Np
∑

i=1

q̃k(xi, yi, t)Li(x, y) =

Np
∑

i=1

q̃ki(t)Li(x, y).

Here Np denotes the number of coefficients that are utilized, which is related
with the polynomial order N via Np = (N + 1)(N + 2)/2.
In order to deduce the method, we start by multiplying equation (7) by

test functions v ∈ VN , usually the Lagrange polynomials, and integrate over
each element Tk. The next step is to employ one integration by parts and
to substitute in the resulting contour integral the flux F by a numerical flux
F ∗. Reversing the integration by parts yields
∫

Tk

(

Q
∂q̃

∂t
+∇ · F (q̃)

)

v(x, y) dxdy =

∫

∂Tk

n · (F (q̃)− F ∗(q̃)) v(x, y) ds,

where n is the outward pointing unit normal vector of the contour.
The approximate fields are allowed to be discontinuous across element

boundaries. In this way, we introduce the notation for the jumps of the
field values across the interfaces of the elements, [Ẽ] = Ẽ− − Ẽ+ and [H̃] =
H̃− − H̃+, where the superscript “ + ” denotes the neighboring element
and the superscript “ − ” refers to the local cell. Furthermore we intro-
duce, respectively, the cell-impedances and cell-conductances Z± = µ±c±
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and Y ± = (Z±)
−1

where

c± =

√

nT ǫ±n

µ± det(ǫ±)
.

At the outer cell boundaries we set Z+ = Z−.
The coupling between elements is introduced via numerical flux, defined

by

n · (F (q̃)− F ∗(q̃)) =













−ny

Z+ + Z−

(

Z+[H̃z]− α
(

nx[Ẽy]− ny[Ẽx]
))

nx

Z+ + Z−

(

Z+[H̃z]− α
(

nx[Ẽy]− ny[Ẽx]
))

1

Y + + Y −

(

Y +
(

nx[Ẽy]− ny[Ẽx]
)

− α[H̃z]
)













.

The parameter α ∈ [0, 1] in the numerical flux can be used to control dis-
sipation. Taking α = 0 yields a non dissipative central flux while α = 1
corresponds to the classic upwind flux.
In order to discretize the boundary conditions we set [Ẽx] = 2Ẽ−

x , [Ẽy] =

2Ẽ−
y , [H̃z] = 0 and [Ẽx] = 0, [Ẽy] = 0, [H̃z] = 2H̃−

z , for PEC and PMC
boundary conditions, respectively. For Silver-Müller absorbing boundary
conditions, using the same kind of approach as in [1], we consider, for upwind
fluxes Z−H̃+

z = nxẼ
+
y − nyẼ

+
x or equivalently H̃+

z = Y −(nxẼ
+
y − nyẼ

+
x ) and,

for central fluxes

Z−H̃+
z = (nxẼ

−
y − nyẼ

−
x )

and

Y −(nxẼ
+
y − nyẼ

+
x ) = H̃−

z .

This is equivalent to consider, for both upwind and central fluxes, α = 1
for numerical flux at the outer boundary and [Ẽx] = Ẽ−

x , [Ẽy] = Ẽ−
y and

[H̃z] = H̃−
z .

3.2. Time discretization. To define a fully discrete scheme, we divide
the time interval [0, T ] into M subintervals by points 0 = t0 < t1 < · · · <
tM = T , where tm = m∆t, ∆t is the time step size and T + ∆t/2 ≤ Tf .
The unknowns related to the electric field are approximated at integer time-
stations tm and are denoted by Ẽm

k = Ẽk(., t
m). The unknowns related to

the magnetic field are approximated at half-integer time-stations tm+1/2 =

(m + 1
2)∆t and are denoted by H̃

m+1/2
k = H̃k(., t

m+1/2). With the above
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setting, we can now formulate the leap-frog DG method: given an initial

approximation (Ẽ0
xk
, Ẽ0

yk, H̃
1/2
zk ) ∈ VN , for each m = 0, 1, . . . ,M − 1, find

(Ẽm+1
xk

, Ẽm+1
yk , H̃

m+1/2
zk ) ∈ VN such that, ∀(uk, vk, wk) ∈ VN ,

(

ǫxx
Ẽm+1

xk
− Ẽm

xk

∆t
+ ǫxy

Ẽm+1
yk − Ẽm

yk

∆t
, uk

)

Tk

=
(

∂yH̃
m+1/2
zk

, uk

)

Tk

+

(

−ny

Z+ + Z−

(

Z+[H̃m+1/2
z ]− α

(

nx[Ẽ
m
y ]− ny[Ẽ

m
x ]
))

, uk

)

∂Tk

, (9)

(

ǫyx
Ẽm+1

xk
− Ẽm

xk

∆t
+ ǫyy

Ẽm+1
yk − Ẽm

yk

∆t
, vk

)

Tk

= −
(

∂xH̃
m+1/2
zk , vk

)

Tk

+

(

nx

Z+ + Z−

(

Z+[H̃m+1/2
z ]− α

(

nx[Ẽ
m
y ]− ny[Ẽ

m
x ]
))

, vk

)

∂Tk

, (10)

(

µ
H̃

m+3/2
zk − H̃

m+1/2
zk

∆t
, wk

)

Tk

=
(

∂yẼ
m+1
xk

− ∂xẼ
m+1
yk , wk

)

Tk

+

(

1

Y + + Y −

(

Y +(nx[Ẽ
m+1
y ]− ny[Ẽ

m+1
x ])− α[H̃m+1/2

z ]
)

, wk

)

∂Tk

,

(11)

where (·, ·)Tk
and (·, ·)∂Tk

denote the classical L2(Tk) and L2(∂Tk) inner-
products. The boundary conditions are considered as described in the pre-
vious section.
We want to emphasize that the scheme (9)–(11) is fully explicit in time,

in opposition to [14], where the scheme is defined with the upwind fluxes

involving the unknowns Em+1
k and H

m+3/2
k and to [9], where the scheme that

is defined with the central fluxes leads to a locally implicit time method in
the case of Silver-Müller absorbing boundary conditions.

4. Stability Analysis

The aim of this section is to provide a sufficient condition for the L2-
stability of the leap-frog DG method (9)–(11).
Choosing

uk = ∆tẼ [m+1/2]
xk

, vk = ∆tẼ [m+1/2]
yk

and wk = ∆tH̃ [m+1]
zk

,
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where

Ẽ [m+1/2] =
(

Ẽm + Ẽm+1
)

/2 and H̃ [m+1] =
(

H̃m+1/2 + H̃m+3/2
)

/2,

we have

(

ǫẼm+1
k , Ẽm+1

k

)

Tk

−
(

ǫẼm
k , Ẽ

m
k

)

Tk

= 2∆t
(

∇× H̃m+1/2
zk

, Ẽ
[m+1/2]
k

)

Tk

+2∆t

(

−ny

Z+ + Z−

(

Z+[H̃m+1/2
z ]− α

(

nx[Ẽ
m
y ]− ny[Ẽ

m
x ]
))

, Ẽ [m+1/2]
xk

)

∂Tk

+2∆t

(

nx

Z+ + Z−

(

Z+[H̃m+1/2
z ]− α

(

nx[Ẽ
m
y ]− ny[Ẽ

m
x ]
))

, Ẽ [m+1/2]
yk

)

∂Tk

,

(12)

(

µH̃m+3/2
zk , H̃m+3/2

zk

)

Tk

−
(

µH̃m+1/2
zk , H̃m+1/2

zk

)

Tk

= −2∆t
(

curl Ẽm+1
k , H̃ [m+1]

zk

)

Tk

+2∆t

(

1

Y + + Y −

(

Y +
(

nx[Ẽ
m+1
y ]− ny[Ẽ

m+1
x ]

)

− α[H̃m+1/2
z ]

)

, H̃ [m+1]
zk

)

∂Tk

.

(13)

Using the identity,

(

curl Ẽm+1
k , H̃ [m+1]

zk

)

Tk

=
(

∇× H̃ [m+1]
zk

, Ẽm+1
k

)

Tk

+
(

nxẼ
m+1
yk − nyẼ

m+1
xk

, H̃ [m+1]
zk

)

∂Tk

,

summing (12) and (13) from m = 0 to m = M − 1, and integrating by parts,
we get

(

ǫẼM
k , ẼM

k

)

Tk

+
(

µH̃M+1/2
zk , H̃M+1/2

zk

)

Tk

=
(

ǫẼ0
k, Ẽ

0
k

)

Tk

+
(

µH̃1/2
zk , H̃1/2

zk

)

Tk

+∆t
(

∇× H̃1/2
zk , Ẽ0

k

)

Tk

−∆t
(

∇× H̃M+1/2
zk , ẼM

k

)

Tk

+ 2∆t

M−1
∑

m=0

Am
k , (14)
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where

Am
k =

(

−ny

Z+ + Z−

(

Z+[H̃m+1/2
z ]− α

(

nx[Ẽ
m
y ]− ny[Ẽ

m
x ]
))

, Ẽ [m+1/2]
xk

)

∂Tk

+

(

nx

Z+ + Z−

(

Z+[H̃m+1/2
z ]− α

(

nx[Ẽ
m
y ]− ny[Ẽ

m
x ]
))

, Ẽ [m+1/2]
yk

)

∂Tk

+

(

1

Y + + Y −

(

Y +
(

nx[Ẽ
m+1
y ]− ny[Ẽ

m+1
x ]

)

− α[H̃m+1/2
z ]

)

, H̃ [m+1]
zk

)

∂Tk

−
(

nxẼ
m+1
yk

− nyẼ
m+1
xk

, H̃ [m+1]
zk

)

∂Tk

.

Let us denote by F int the set of internal edges and F ext the set of edges that
belong to the boundary ∂Ω. Let νk be the set of indices of the neighboring
elements of Tk. For each i ∈ νk, we consider the internal edge fik = Ti ∩ Tk,
and we denote by nik the unit normal oriented from Ti towards Tk. For each
boundary edge fk = Tk ∩ ∂Ω, nk is taken to be the unitary outer normal
vector to fk. Summing over all elements Tk ∈ Th we obtain

∑

Tk∈Th

Am
k = Bm

1 + Bm
2 + Bm

3 + Bm
4 ,

where

Bm
1 =

∑

fik∈F int

∫

fik

(

−(ny)ki
Zi + Zk

(

Zi[H̃
m+1/2
zk

]− α
(

(nx)ki[Ẽ
m
yk
]− (ny)ki[Ẽ

m
xk
]
))

Ẽ [m+1/2]
xk

+
−(ny)ik
Zi + Zk

(

Zk[H̃
m+1/2
zi ]− α

(

(nx)ik[Ẽ
m
yi ]− (ny)ik[Ẽ

m
xi]
))

Ẽ
[m+1/2]
xi

−
Yi(ny)ki
Yi + Yk

[Ẽm+1
xk

]H̃ [m+1]
zk −

Yk(ny)ik
Yi + Yk

[Ẽm+1
xi ]H̃

[m+1]
zi

+(ny)kiẼ
m+1
xk

H̃ [m+1]
zk

+ (ny)ikẼ
m+1
xi H̃

[m+1]
zi

)

ds, (15)
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Bm
2 =

∑

fik∈F int

∫

fik

(

(nx)ki
Zi + Zk

(

Zi[H̃
m+1/2
zk

]− α
(

(nx)ki[Ẽ
m
yk
]− (ny)ki[Ẽ

m
xk
]
))

Ẽ [m+1/2]
yk

+
(nx)ik
Zi + Zk

(

Zk[H̃
m+1/2
zi ]− α

(

(nx)ik[Ẽ
m
yi ]− (ny)ik[Ẽ

m
xi]
))

Ẽ
[m+1/2]
yi

+
Yi(nx)ki
Yi + Yk

[Ẽm+1
yk ]H̃ [m+1]

zk +
Yk(nx)ik
Yi + Yk

[Ẽm+1
yi ]H̃

[m+1]
zi

−(nx)kiẼ
m+1
yk

H̃ [m+1]
zk

− (nx)ikẼ
m+1
yi H̃

[m+1]
zi

)

ds, (16)

Bm
3 = −

∑

fik∈F int

∫

fik

(

α

Yi + Yk
[H̃m+1/2

zk ]H̃ [m+1]
zk +

α

Yi + Yk
[H̃

m+1/2
zi ]H̃

[m+1]
zi

)

ds

(17)

and Bm
4 has the terms related with the outer boundary

Bm
4 =

∑

fk∈F ext

∫

fk

(

−(ny)k
2Zk

(

Zk[H̃
m+1/2
zk ]− α

(

(nx)k[Ẽ
m
yk]− (ny)k[Ẽ

m
xk
]
))

Ẽ [m+1/2]
xk

+
(nx)k
2Zk

(

Zk[H̃
m+1/2
zk ]− α

(

(nx)k[Ẽ
m
yk]− (ny)k[Ẽ

m
xk
]
))

Ẽ [m+1/2]
yk

+
1

2Yk

(

Yk

(

(nx)k[Ẽ
m+1
yk

]− (ny)k[Ẽ
m+1
xk

]
)

− α[H̃m+1/2
zk

]
)

H̃ [m+1]
zk

−
(

(nx)kẼ
m+1
yk − (ny)kẼ

m+1
xk

)

H̃ [m+1]
zk

)

ds. (18)



12 A. ARAÚJO, S. BARBEIRO AND M. KH. GHALATI

Lemma 1. Let Bm
1 , B

m
2 and Bm

3 be defined by (15), (16) and (17), respec-
tively. Then

M−1
∑

m=0

(Bm
1 + Bm

2 ) ≤
∑

fik∈F int

∫

fik

1

4(Zi + Zk)

(

− α
(

(ny)ki[Ẽ
0
xk
]− (nx)ki[Ẽ

0
yk]
)2

−2(ny)ki

(

ZiẼ
0
xk
+ ZkẼ

0
xi

)

[H̃1/2
zk ]

+2(nx)ki

(

ZiẼ
0
yk + ZkẼ

0
yi

)

[H̃1/2
zk ]

+α
(

(ny)ki[Ẽ
M
xk
]− (nx)ki[Ẽ

M
yk ]
)2

+2(ny)ki

(

ZiẼ
M
xk

+ ZkẼ
M
xi

)

[H̃M+1/2
zk ]

−2(nx)ki

(

ZiẼ
M
yk

+ ZkẼ
M
yi

)

[H̃M+1/2
zk

]

)

ds

and

M−1
∑

m=0

Bm
3 ≤ −

∑

fik∈F int

∫

fik

α

4(Yi + Yk)

(

[H̃1/2
zk ]2 − [H̃M+1/2

zk ]2
)

ds.

Proof: Since

Zi

Zi + Zk
+

Yi

Yi + Yk
=

Zk

Zi + Zk
+

Yk

Yi + Yk
= 1

and

Zi

Zi + Zk
=

Yk

Yi + Yk
,

Zk

Zi + Zk
=

Yi

Yi + Yk
,
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we have, for Bm
1 ,

Bm
1 =

1

2

∑

fik∈F int

∫

fik

(

−(ny)ki
Zi + Zk

(

Zi[H̃
m+1/2
zk ]− α

(

(nx)ki[Ẽ
m
yk]− (ny)ki[Ẽ

m
xk
]
))

Ẽm
xk

+
−(ny)ki
Zi + Zk

(

−α
(

(nx)ki[Ẽ
m
yk]− (ny)ki[Ẽ

m
xk
]
))

Ẽm+1
xk

+
−(ny)ik
Zi + Zk

(

Zk[H̃
m+1/2
zi ]− α

(

(nx)ik[Ẽ
m
yi ]− (ny)ik[Ẽ

m
xi]
))

Ẽm
xi

+
−(ny)ik
Zi + Zk

(

−α
(

(nx)ik[Ẽ
m
yi ]− (ny)ik[Ẽ

m
xi]
))

Ẽm+1
xi

−
Yi(ny)ki
Yi + Yk

[Ẽm+1
xk

]H̃m+3/2
zk

−
Yk(ny)ik
Yi + Yk

[Ẽm+1
xi ]H̃

m+3/2
zi

+(ny)kiẼ
m+1
xk

H̃m+3/2
zk + (ny)ikẼ

m+1
xi H̃

m+3/2
zi

)

ds.

Summing from m = 0 to m = M − 1 we conclude that

M−1
∑

m=0

Bm
1 =

∑

fik∈F int

∫

fik

(ny)ki
2(Zi + Zk)

(

−
(

ZiẼ
0
xk
+ ZkẼ

0
xi

)

[H̃1/2
zk

]

+α
(

(nx)ki[Ẽ
0
yk]− (ny)ki[Ẽ

0
xk
]
)

[Ẽ0
xk
]

+α
M−1
∑

m=0

(

(nx)ki[Ẽ
m+1
yk

]− (ny)ki[Ẽ
m+1
xk

]

+ (nx)ki[Ẽ
m
yk
]− (ny)ki[Ẽ

m
xk
]
)

[Ẽm+1
xk

]

+
(

ZiẼ
M
xk

+ ZkẼ
M
xi

)

[H̃M+1/2
zk

]

−α
(

(nx)ki[Ẽ
M
yk
]− (ny)ki[Ẽ

M
xk
]
)

[ẼM
xk
]

)

ds.
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In the same way, for Bm
2 we have

M−1
∑

m=0

Bm
2 =

∑

fik∈F int

∫

fik

(nx)ki
2(Zi + Zk)

(

(

ZiẼ
0
yk + ZkẼ

0
yi

)

[H̃1/2
zk ]

−
(

(nx)ki[Ẽ
0
yk]− (ny)ki[Ẽ

0
xk
]
)

[Ẽ0
yk]

−α
M−1
∑

m=0

(

(nx)ki[Ẽ
m+1
yk

]− (ny)ki[Ẽ
m+1
xk

]

+ (nx)ki[Ẽ
m
yk]− (ny)ki[Ẽ

m
xk
]
)

[Ẽm+1
yk ]

−
(

ZiẼ
M
yk

+ ZkẼ
M
yi

)

[H̃M+1/2
zk

]

+α
(

(nx)ki[Ẽ
M
yk ]− (ny)ki[Ẽ

M
xk
]
)

[ẼM
yk ]

)

ds,

and for Bm
3

M−1
∑

m=0

Bm
3 = −

M−1
∑

m=0

∑

fik∈F int

∫

fik

α

2(Yi + Yk)
[H̃m+1/2

zk
]
(

[H̃m+1/2
zk

] + [H̃m+3/2
zk

]
)

ds.

Observing that, for general sequences {am} and {bm}, hold

M−1
∑

m=0

(

am+1 + am
)

am+1 =
1

2

(

−(a0)2 + (aM)2 +

M−1
∑

m=0

(

am + am+1
)2

)

,

M−1
∑

m=0

(

am+1 + am
)

bm+1 =
1

2

(

− a0b0 + aMbM

+

M−1
∑

m=0

(

ambm + 2ambm+1 + am+1bm+1
)

)

,
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we get

M−1
∑

m=0

(Bm
1 + Bm

2 ) ≤
∑

fik∈F int

∫

fik

1

4(Zi + Zk)

(

− α(ny)
2
ki

(

−[Ẽ0
xk
]2 + [ẼM

xk
]2
)

+α(nx)ki(ny)ki

(

−[Ẽ0
xk
][Ẽ0

yk
] + [ẼM

xk
][ẼM

yk
]
)

−2(ny)ki

(

ZiẼ
0
xk
+ ZkẼ

0
xi

)

[H̃1/2
zk

]

+2α(ny)ki

(

(nx)ki[Ẽ
0
yk
]− (ny)ki[Ẽ

0
xk
]
)

[Ẽ0
xk
]

+2(ny)ki

(

ZiẼ
M
xk

+ ZkẼ
M
xi

)

[H̃M+1/2
zk ]

−2α(ny)ki

(

(nx)ki[Ẽ
M
yk ]− (ny)ki[Ẽ

M
xk
]
)

[ẼM
xk
]

−α(nx)
2
ki

(

−[Ẽ0
yk
]2 + [ẼM

yk
]2
)

+α(nx)ki(ny)ki

(

−[Ẽ0
xk
][Ẽ0

yk
] + [ẼM

xk
][ẼM

yk
]
)

+2(nx)ki

(

ZiẼ
0
yk + ZkẼ

0
yi

)

[H̃1/2
zk ]

−2α(nx)ki

(

(nx)ki[Ẽ
0
yk]− (ny)ki[Ẽ

0
xk
]
)

[Ẽ0
yk]

−2(nx)ki

(

ZiẼ
M
yk

+ ZkẼ
M
yi

)

[H̃M+1/2
zk

]

+2α(nx)ki

(

(nx)ki[Ẽ
M
yk
]− (ny)ki[Ẽ

M
xk
]
)

[ẼM
yk
]

)

ds.

We also have

M−1
∑

m=0

Bm
3 = −

∑

fik∈F int

∫

fik

α

4(Yi + Yk)

(

[H̃1/2
zk

]2 − [H̃M+1/2
zk

]2

+
M−1
∑

m=0

(

[H̃m+1/2
zk

] + [H̃m+3/2
zk

]
)2
)

ds

≤ −
∑

fik∈F int

∫

fik

α

4(Yi + Yk)

(

[H̃1/2
zk ]2 − [H̃M+1/2

zk ]2
)

ds,

which concludes the proof.
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Let us now analyze the term Bm
4 for different kinds of boundary conditions.

Lemma 2. Let Bm
4 be defined by (2). Then

M−1
∑

m=0

Bm
4 ≤

∑

fk∈F ext

∫

fk

β1
4Zk

(

−
(

(ny)kẼ
0
xk
− (nx)kẼ

0
yk

)2

+
(

(ny)kẼ
M
xk

− (nx)kẼ
M
yk

)2
)

+
β2
2

(

H̃1/2
zk

(

(nx)kẼ
0
yk
− (ny)kẼ

0
xk
−

β3
2Yk

H̃1/2
zk

)

−H̃M+1/2
zk

(

(nx)kẼ
M
yk

− (ny)kẼ
M
xk

−
β3
2Yk

H̃M+1/2
zk

)

)

ds,

where β1 = α, β2 = 0 for PEC, β1 = 0, β2 = 1, β3 = α for PMC, and
β1 = β2 =

1
2, β3 = 1 for Silver-Müller boundary conditions.

Proof: First we consider PEC boundary conditions. We have

Bm
4 =

∑

fk∈F ext

∫

fk

α

Zk

(

(ny)k

(

(nx)kẼ
m
yk
− (ny)kẼ

m
xk

)

Ẽ [m+1/2]
xk

−(nx)k

(

(nx)kẼ
m
yk
− (ny)kẼ

m
xk

)

Ẽ [m+1/2]
yk

)

ds.
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Summing from m = 0 to m = M − 1 we obtain

M−1
∑

m=0

Bm
4 =

∑

fk∈F ext

∫

fk

α

4Zk

(

−
(

(nx)kẼ
0
yk
− (ny)kẼ

0
xk

)2

+
(

(nx)kẼ
M
yk

− (ny)kẼ
M
xk

)2

−4

M−1
∑

m=0

(

(nx)kẼ
[m+1/2]
yk − (ny)kẼ

[m+1/2]
xk

)2
)

ds

≤
∑

fk∈F ext

∫

fk

α

4Zk

(

−
(

(nx)kẼ
0
yk − (ny)kẼ

0
xk

)2

+
(

(nx)kẼ
M
yk

− (ny)kẼ
M
xk

)2
)

ds.

For PMC boundary conditions we have

Bm
4 =

∑

fk∈F ext

∫

fk

(

H̃m+1/2
zk

(

(nx)kẼ
[m+1/2]
yk − (ny)kẼ

[m+1/2]
xk

)

−

(

α

Yk
H̃m+1/2

zk
+ (nx)kẼ

m+1
yk

− (ny)kẼ
m+1
xk

)

H̃ [m+1]
zk

)

ds.

Summing from m = 0 to m = M − 1 results
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M−1
∑

m=0

Bm
4 =

∑

fk∈F ext

∫

fk

(

H̃
1/2
zk

2

(

(nx)kẼ
0
yk − (ny)kẼ

0
xk

)

−
α

4Yk

(

H̃1/2
zk

)2

−

M−1
∑

m=0

α

Yk

(

H̃ [m+1]
zk

)2

−
H̃

M+1/2
zk

2

(

(nx)kẼ
M
yk − (ny)kẼ

M
xk

)

−
α

4Yk

(

H̃M+1/2
zk

)2
)

ds

≤
1

2

∑

fk∈F ext

∫

fk

(

H̃1/2
zk

(

(nx)kẼ
0
yk
− (ny)kẼ

0
xk
−

α

2Yk
H̃1/2

zk

)

−H̃M+1/2
zk

(

(nx)kẼ
M
yk

− (ny)kẼ
M
xk

−
α

2Yk
H̃M+1/2

zk

)

)

ds.

For Silver-Müller absorbing boundary conditions we have

Bm
4 =

1

2

∑

fk∈F ext

∫

fk

(

(

−(ny)kH̃
m+1/2
zk +

(ny)k
Zk

(

(nx)kẼ
m
yk − (ny)kẼ

m
xk

)

)

Ẽ [m+1/2]
xk

+

(

(nx)kH̃
m+1/2
zk

−
(nx)k
Zk

(

(nx)kẼ
m
yk
− (ny)kẼ

m
xk

)

)

Ẽ [m+1/2]
yk

−

(

1

Yk
H̃m+1/2

zk
+ (nx)kẼ

m+1
yk

− (ny)kẼ
m+1
xk

)

H̃ [m+1]
zk

)

ds.
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Summing from m = 0 to m = M − 1, and taking into account the previous
cases, we deduce that

M−1
∑

m=0

Bm
4 ≤

∑

fk∈F ext

∫

fk

1

8Zk

(

−
(

(ny)kẼ
0
xk
− (nx)kẼ

0
yk

)2

+
(

(ny)kẼ
M
xk

− (nx)kẼ
M
yk

)2
)

+
1

4

(

H̃1/2
zk

(

(nx)kẼ
0
yk
− (ny)kẼ

0
xk
−

1

2Yk
H̃1/2

zk

)

−H̃M+1/2
zk

(

(nx)kẼ
M
yk − (ny)kẼ

M
xk

−
1

2Yk
H̃M+1/2

zk

)

)

ds,

which concludes the proof.

Theorem 1. Let us consider the leap-frog DG method (9)–(11) complemented
with the discrete boundary conditions defined in Section 3.1. If the time step
∆t is such that

∆t <
min{

¯
ǫ,
¯
µ}

max{CE, CH}
min{hk}, (19)

where

CE =
1

2
C2

invN
2 + C2

τ (N + 1)(N + 2)

(

2 + β2 +
α+ β1

2min{Zk}

)

,

CH =
1

2
C2

invN
2 + C2

τ (N + 1)(N + 2)

(

2 + β2 +
α + 2β2β3
2min{Yk}

)

,

with Cτ defined by (45) of Lemma 7 and Cinv defined by (46) of Lemma 8, and
β1 = α, β2 = 0 for PEC, β1 = 0, β2 = 1, β3 = α for PMC, and β1 = β2 =

1
2,

β3 = 1 for Silver-Müller boundary conditions, then the method is stable.

Proof: From (14) and the previous lemmata, considering the Cauchy-Schwarz’s
inequality and taking into account that Zi/(Zi + Zk) < 1, we obtain
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∑

Tk∈Th

(

(

ǫẼM
k , ẼM

k

)

Tk

+
(

µH̃M+1/2
zk

, H̃M+1/2
zk

)

Tk

)

≤

∑

Tk∈Th

(

(

ǫẼ0
k , Ẽ

0
k

)

Tk

+
(

µH̃1/2
zk

, H̃1/2
zk

)

Tk

)

+∆t
∑

Tk∈Th

(

‖∇ × H̃1/2
zk ‖L2(Tk)‖Ẽ

0
k‖L2(Tk) + ‖∇ × H̃M+1/2

zk ‖L2(Tk)‖Ẽ
M
k ‖L2(Tk)

)

+
α∆t

4min{Zk}

∑

fik∈F int

‖[ẼM
k ]‖2L2(fik)

+2∆t
∑

fik∈F int

(

‖ẼM
k ‖L2(fik)‖[H̃

M+1/2
zk

]‖L2(fik) + ‖Ẽ0
k‖L2(fik)‖[H̃

1/2
zk

]‖L2(fik)

)

+
α∆t

4min{Yk}

∑

fik∈F int

‖[H̃M+1/2
zk ]‖2L2(fik)

+
β1∆t

2min{Zk}

∑

fk∈F ext

‖ẼM
k ‖2L2(fk)

+
β2β3∆t

min{Yk}

∑

fk∈F ext

‖H̃M+1/2
zk

‖2L2(fk)

+2β2∆t
∑

fk∈F ext

(

‖H̃1/2
zk ‖L2(fk)‖Ẽ

0
k‖L2(fk) + ‖H̃M+1/2

zk ‖L2(fk)‖Ẽ
M
k ‖L2(fk)

)

.

Using the inequality (45) of Lemma 7 and the inequality (46) of Lemma 8
(both in Appendix), we get

min{
¯
ǫ,
¯
µ}
(

‖ẼM‖2Ω + ‖H̃M+1/2
z ‖2Ω

)

≤

max{ǭ, µ̄}
(

‖Ẽ0‖2Ω + ‖H̃1/2
z ‖2Ω

)

+
∆t

2
C2

invN
2max

{

h−1
k

}

(

‖H̃1/2
z ‖2Ω + ‖Ẽ0‖2Ω + ‖H̃M+1/2

z ‖2Ω + ‖ẼM‖2Ω

)

+C2
τ (N + 1)(N + 2)∆tmax

{

h−1
k

}

(

2 + β2 +
α+ β1

2min{Zk}

)

‖ẼM‖2Ω

+C2
τ (N + 1)(N + 2)∆tmax

{

h−1
k

}

(

2 + β2 +
α + 2β2β3
2min{Yk}

)

‖H̃M+1/2
z ‖2Ω

+C2
τ (N + 1)(N + 2)∆tmax

{

h−1
k

}

(2 + β2)
(

‖Ẽ0‖2Ω + ‖H̃1/2
z ‖2Ω

)

.
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and so, taking C0 =
1
2
C2

invN
2 + C2

τ (N + 1)(N + 2) (2 + β2) ,

(

min{
¯
ǫ,
¯
µ} −∆tmax

{

h−1
k

}

max{CE, CH}
)

(

‖ẼM‖2L2(Ω) + ‖H̃M+1/2
z ‖2L2(Ω)

)

≤

(

max{ǭ, µ̄}+∆tmax
{

h−1
k

}

C0

)

(

‖Ẽ0‖2L2(Ω) + ‖H̃1/2
z ‖2L2(Ω)

)

,

which concludes the proof.
The stability condition (19) shows that the method is conditionally stable,

which is natural since we considered an explicit time discretization. Further,
it discloses the influence of the values of α, hmin and N on the bounds of
the stable region. This is of utmost importance to balance accuracy versus
stability.

5. Error Estimate

The main result of this section is Theorem 2, where the error estimates
are presented. The key idea for the proof is to find a variational system
for the difference between the the numerical solution and a projection of
(Ex, Ey, Hz) onto the space VN . Lemma 9 in the Appendix furnishes an
optimal error estimation which plays a central role in our derivation.
To provide a proper functional setting, we need to define spaces involving

time-dependent functions ([8]). Let X denote a Banach space with norm
‖.‖X. The spaces L2(0, T ;X) and L∞(0, T ;X) consist, respectively, of all
measurable functions v : [0, T ] → X with

‖v‖L2(0,T ;X) =

(∫ T

0

‖v(t)‖2X dt

)1/2

< ∞

and

‖v‖L∞(0,T ;X) = ess sup
0≤t≤T

‖v(t)‖X < ∞.

In what follows, X is shorthand for any of the usual Sobolev spaces Hp(Ω)
or the Banach space L∞(Ω).
We start by integrating (1) from tm to tm+1 and (2) from tm+1/2 to tm+3/2.

Then, multiplying the resultant by (uk, vk, wk) ∈ VN with respect to the
L2-inner product over Tk, we obtain
(

ǫxx
Em+1

xk
− Em

xk

∆t
+ ǫxy

Em+1
yk − Em

yk

∆t
, uk

)

Tk

=
1

∆t

(

∫ tm+1

tm

∂Hzk

∂y
dt, uk

)

Tk

, (20)
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(

ǫyx
Em+1

xk
− Em

xk

∆t
+ ǫyy

Em+1
yk − Em

yk

∆t
, vk

)

Tk

= −
1

∆t

(

∫ tm+1

tm

∂Hzk

∂x
dt, vk

)

Tk

,(21)

(

µ
H

m+3/2
zk −H

m+1/2
zk

∆t
, wk

)

Tk

=
1

∆t

(

∫ tm+3/2

tm+1/2

∂Exk

∂y
dt, wk

)

Tk

−
1

∆t

(

∫ tm+3/2

tm+1/2

∂Eyk

∂x
dt, wk

)

Tk

. (22)

Let (PNEx,PNEy,PNHz) ∈ VN be an interpolant of (Ex, Ey, Hz) having
the optimal approximation errors (47)–(48). On the external boundary we
define the jumps [PNEx] = 2PNEx, [PNEy] = 2PNEy, [PNHz] = 0 and
[PNEx] = 0, [PNEy] = 0, [PNHz] = 2PNHz, for PEC and PMC boundary
conditions, respectively. For Silver-Müller absorbing boundary conditions we
consider [PNEx] = PNEx, [PNEy] = PNEy, [PNHz] = PNHz. Subtracting

(9)–(11) from (20)–(22), and using the notation ξmxk
= PNE

m
xk

− Ẽm
xk
, ρmxk

=

PNE
m
xk
−Em

xk
, ξmyk = PNE

m
yk − Ẽm

yk , ρ
m
yk = PNE

m
yk −Em

yk, η
m+1/2
zk = PNH

m+1/2
zk −

H̃
m+1/2
zk , φ

m+1/2
zk = PNH

m+1/2
zk −H

m+1/2
zk , we obtain

(

ǫxx
ξm+1
xk

− ξmxk

∆t
, uk

)

Tk

−

(

ǫxx
ρm+1
xk

− ρmxk

∆t
, uk

)

Tk

+

(

ǫxy
ξm+1
yk

− ξmyk
∆t

, uk

)

Tk

−

(

ǫxy
ρm+1
yk

− ρmyk
∆t

, uk

)

Tk

=
1

∆t

(

∫ tm+1

tm

∂Hzk

∂y
dt, uk

)

Tk

−

(

∂

∂y

(

PNH
m+1/2
zk

)

, uk

)

Tk

+

(

∂η
m+1/2
zk

∂y
, uk

)

Tk

+

(

ny

Z+ + Z−

(

Z+[PNH
m+1/2
zk ]− α

(

nx[PNE
m
yk]− ny[PNE

m
xk
]
)

)

, uk

)

∂Tk

+

(

−ny

Z+ + Z−

(

Z+[ηm+1/2
zk ]− α

(

nx[ξ
m
yk ]− ny[ξ

m
xk
]
)

)

, uk

)

∂Tk

, (23)
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(

ǫyx
ξm+1
xk

− ξmxk

∆t
, vk

)

Tk

−

(

ǫyx
ρm+1
xk

− ρmxk

∆t
, vk

)

Tk

+

(

ǫyy
ξm+1
yk

− ξmyk
∆t

, vk

)

Tk

−

(

ǫyy
ρm+1
yk

− ρmyk
∆t

, vk

)

Tk

= −
1

∆t

(

∫ tm+1

tm

∂Hzk

∂x
dt, vk

)

Tk

+

(

∂

∂x

(

PNH
m+1/2
zk

)

, vk

)

Tk

−

(

∂η
m+1/2
zk

∂x
, vk

)

Tk

−

(

nx

Z+ + Z−

(

Z+[PNH
m+1/2
zk

]− α
(

nx[PNE
m
yk
]− ny[PNE

m
xk
]
)

)

, vk

)

∂Tk

+

(

nx

Z+ + Z−

(

Z+[ηm+1/2
zk

]− α
(

nx[ξ
m
yk
]− ny[ξ

m
xk
]
)

)

, vk

)

∂Tk

(24)

and

(

µ
η
m+3/2
zk − η

m+1/2
zk

∆t
, wk

)

Tk

−

(

µ
φ
m+3/2
zk − φ

m+1/2
xk

∆t
, wk

)

Tk

=
1

∆t

(

∫ tm+3/2

tm+1/2

∂Exk

∂y
dt, wk

)

−
1

∆t

(

∫ tm+3/2

tm+1/2

∂Eyk

∂x
dt, wk

)

Tk

−

(

∂

∂y

(

PNE
m+1
xk

)

, wk

)

Tk

+

(

∂ξm+1
xk

∂y
, wk

)

Tk

+

(

∂

∂x

(

PNE
m+1
yk

)

, wk

)

Tk

−

(

∂ξm+1
yk

∂x
, wk

)

Tk

−

(

1

Y + + Y −

(

Y +(nx[PNE
m+1
yk ]− ny[PNE

m+1
xk

]
)

− α[PNH
m+1/2
zk ], wk

)

∂Tk

+

(

1

Y + + Y −

(

Y +(nx[ξ
m+1
yk ]− ny[ξ

m+1
xk

]
)

− α[ηm+1/2
zk ], wk

)

∂Tk

. (25)

In (23)–(25), let uk = ξmxk
+ξm+1

xk
, vk = ξmyk +ξm+1

yk and wk = η
m+1/2
zk +η

m+3/2
zk .

Summing from m = 0 to m = M − 1 and using the symmetry property of
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the permittivity tensor ǫ, we get

(

ǫξMk , ξMk
)

Tk
+
(

µηM+1/2
zk

, ηM+1/2
zk

)

Tk

=
(

ǫξ0k, ξ
0
k

)

Tk
+
(

µη1/2zk
, η1/2zk

)

Tk

+∆t
(

∇× η1/2zk
, ξ0k

)

Tk

−∆t
(

∇× ηM+1/2
zk

, ξMk

)

Tk

+ 2∆t
M−1
∑

m=0

Rm
k ,

(26)

with

Rm
k = Sm

1,k + Sm
2,k + Sm

3,k + Sm
4,k,

being Sm
1,k, S

m
2,k, S

m
3,k and Sm

4,k defined below using the average notation ξ
[m+1/2]
xk =

(ξmxk
+ ξm+1

xk
)/2, ξ

[m+1/2]
yk = (ξmyk + ξm+1

yk )/2 and η
[m+1]
k = (η

m+1/2
zk + η

m+3/2
zk )/2,

Sm
1,k =

(

ǫxx
ρm+1
xk

− ρmxk

∆t
, ξ[m+1/2]

xk

)

Tk

+

(

ǫxy
ρm+1
yk − ρmyk

∆t
, ξ[m+1/2]

xk

)

Tk

+

(

ǫyx
ρm+1
xk

− ρmxk

∆t
, ξ[m+1/2]

yk

)

Tk

+

(

ǫyy
ρm+1
yk − ρmyk

∆t
, ξ[m+1/2]

yk

)

Tk

+

(

µ
φ
m+3/2
zk − φ

m+1/2
zk

∆t
, η[m+1]

zk

)

Tk

, (27)

Sm
2,k = −

(

∂

∂y

(

PNH
m+1/2
zk

)

, ξ[m+1/2]
xk

)

Tk

+
1

∆t

(

∫ tm+1

tm

∂Hzk

∂y
dt, ξ[m+1/2]

xk

)

Tk

+

(

∂

∂x

(

PNH
m+1/2
zk

)

, ξ[m+1/2]
yk

)

Tk

−
1

∆t

(

∫ tm+1

tm

∂Hzk

∂x
dt, ξ[m+1/2]

yk

)

Tk

−

(

∂

∂y

(

PNE
m+1
xk

)

, η[m+1]
zk

)

Tk

+
1

∆t

(

∫ tm+3/2

tm+1/2

∂Exk

∂y
dt, η[m+1]

zk

)

Tk

+

(

∂

∂x

(

PNE
m+1
yk

)

, η[m+1]
zk

)

Tk

−
1

∆t

(

∫ tm+3/2

tm+1/2

∂Eyk

∂x
dt, η[m+1]

zk

)

Tk

, (28)
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Sm
3,k =

(

ny

Z+ + Z−

(

Z+[PNH
m+1/2
zk

]− α
(

nx[PNE
m
yk
]− ny[PNE

m
xk
]
)

)

, ξ[m+1/2]
xk

)

∂Tk

−

(

nx

Z+ + Z−

(

Z+[PNH
m+1/2
zk

]− α
(

nx[PNE
m
yk
]− ny[PNE

m
xk
]
)

)

, ξ[m+1/2]
yk

)

∂Tk

−

(

1

Y + + Y −

(

Y +(nx[PNE
m+1
yk

]− ny[PNE
m+1
xk

]
)

− α[PNH
m+1/2
zk

]), η[m+1]
zk

)

∂Tk

,

(29)

and

Sm
4,k =

(

−ny

Z+ + Z−

(

Z+[ηm+1/2
zk

]− α
(

nx[ξ
m
yk
]− ny[ξ

m
xk
]
)

)

, ξ[m+1/2]
xk

)

∂Tk

+

(

nx

Z+ + Z−

(

Z+[ηm+1/2
zk

]− α
(

nx[ξ
m
yk
]− ny[ξ

m
xk
]
)

)

, ξ[m+1/2]
yk

)

∂Tk

+

(

1

Y + + Y −

(

Y +(nx[ξ
m+1
yk

]− ny[ξ
m+1
xk

]
)

− α[ηm+1/2
zk

], η[m+1]
zk

)

∂Tk

+
(

nyξ
m+1
xk

, η[m+1]
zk

)

∂Tk

−
(

nxξ
m+1
yk , η[m+1]

zk

)

∂Tk

. (30)

Next we will derive upper bounds for Sm
1,k, S

m
2,k, S

m
3,k and Sm

4,k.

Lemma 3. Let Sm
1,k be defined by (27). Then

M−1
∑

m=0

∑

Tk∈Th

Sm
1,k ≤

Ch2σ

N2p

(

ǫ

δ

∫ T

0

∥

∥

∥

∥

∂E

∂t

∥

∥

∥

∥

2

Hp(Ω)

dt+
µ

δ

∫ T+∆t/2

∆t/2

∥

∥

∥

∥

∂Hz

∂t

∥

∥

∥

∥

2

Hp(Ω)

dt

)

+
δ

2

(

‖ξ0‖2L2(Ω) + 2
M−1
∑

m=1

‖ξm‖2L2(Ω) + ‖ξM‖2L2(Ω)

)

+
δ

2

(

‖η1/2z ‖2L2(Ω) + 2
M−1
∑

m=1

‖ηm+1/2
z ‖2L2(Ω) + ‖ηM+1/2

z ‖2L2(Ω)

)

,

(31)

where p ≥ 0, σ = min(p,N+1), C is a constant independent of (Exk , Eyk, Hzk),
h and N , and δ is an arbitrary positive constant.
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Proof. We start by observing that

‖ρm+1
xk

− ρmxk
‖2L2(Tk)

=

∥

∥

∥

∥

∥

∫ tm+1

tm

∂ρxk

∂t
dt

∥

∥

∥

∥

∥

2

L2(Tk)

.

Applying the Cauchy-Schwarz’s inequality and the approximation property
of Lemma 9, we get

∥

∥

∥

∥

∥

∫ tm+1

tm

∂ρxk

∂t
dt

∥

∥

∥

∥

∥

2

L2(Tk)

≤ ∆t

∫ tm+1

tm

∥

∥

∥

∥

∂ρxk

∂t

∥

∥

∥

∥

2

L2(Tk)

dt

≤ ∆tC
h2σ
k

N2p

∫ tm+1

tm

∥

∥

∥

∥

∂Exk

∂t

∥

∥

∥

∥

2

Hp(Tk)

dt. (32)

Using Cauchy-Schwarz’s inequality, the estimate (32) and the Young’s in-
equality in the form

ab ≤
δ

2
a2 +

1

2δ
b2,

where δ is an arbitrary positive constant, we obtain

Sm
1,k ≤

ǫC

δ

h2σ
k

N2p

∫ tm+1

tm

∥

∥

∥

∥

∂Exk

∂t

∥

∥

∥

∥

2

Hp(Tk)

dt+
δ

2
‖ξ[m+1/2]

xk
‖2L2(Tk)

+
ǫC

δ

h2σ
k

N2p

∫ tm+1

tm

∥

∥

∥

∥

∂Eyk

∂t

∥

∥

∥

∥

2

Hp(Tk)

dt+
δ

2
‖ξ[m+1/2]

yk
‖2L2(Tk)

+
µC

δ

h2σ
k

N2p

∫ tm+3/2

tm+1/2

∥

∥

∥

∥

∂Hzk

∂t

∥

∥

∥

∥

2

Hp(Tk)

dt+
δ

2
‖η[m+1]

zk
‖2L2(Tk)

.

Summing from m = 0 to M − 1, we arrive at (31).
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Lemma 4. Let Sm
2,k be defined by (28). Then

M−1
∑

m=0

∑

Tk∈Th

Sm
2,k ≤

CMh2σ−2

N2p−2

(

1

δ
‖E‖2L∞(0,T ;Hp(Ω)) +

1

δ
‖Hz‖

2
L∞(0,T ;Hp(Ω))

)

+ C∆t3

(

1

δ

∫ T+∆t/2

∆t/2

∣

∣

∣

∣

∂2E

∂t2

∣

∣

∣

∣

2

H1(Ω)

dt+
1

δ

∫ T

0

∣

∣

∣

∣

∂2Hz

∂t2

∣

∣

∣

∣

2

H1(Ω)

dt

)

+ δ

(

1

2
‖ξ0‖2L2(Ω) +

M−1
∑

m=1

‖ξm‖2L2(Ω) +
1

2
‖ξM‖2L2(Ω)

)

+ δ

(

‖η1/2z ‖2L2(Ω) + 2
M−1
∑

m=1

‖ηm+1/2
z ‖2L2(Ω) + ‖ηM+1/2

z ‖2L2(Ω)

)

,(33)

where p ≥ 0, σ = min(p,N+1), C is a constant independent of (Exk
, Eyk, Hzk),

h and N , and δ is an arbitrary positive constant.

Proof. It is easy to check that

−

(

∂

∂y

(

PNH
m+1/2
zk

)

, ξ[m+1/2]
xk

)

Tk

+
1

∆t

(

∫ tm+1

tm

∂Hzk

∂y
(s)ds, ξ[m+1/2]

xk

)

Tk

= −

(

∂φ
m+1/2
zk

∂y
, ξ[m+1/2]

xk

)

Tk

−

(

∂H
m+1/2
zk

∂y
−

1

∆t

∫ tm+1

tm

∂Hzk

∂y
(s)ds, ξ[m+1/2]

xk

)

Tk

.

From Lemma 9 we obtain
∥

∥

∥

∥

∥

∂φ
m+1/2
zk

∂y

∥

∥

∥

∥

∥

L2(Tk)

≤ C
hσ−1
k

Np−1
‖Hm+1/2

zk ‖Hp(Tk), (34)

where σ = min(p,N + 1). Applying Cauchy-Schwarz’s inequality and using
(34), we arrive at
(

∂φ
m+1/2
zk

∂y
, ξ[m+1/2]

xk

)

Tk

≤
C

δ

h2σ−2
k

N2p−2
‖Hm+1/2

zk ‖2Hp(Tk)
+

δ

2
‖ξ[m+1/2]

xk
‖2L2(Tk)

.

Using the Taylor expansion with an integral remainder yields to
∥

∥

∥

∥

∥

∂H
m+1/2
zk

∂y
−

1

∆t

∫ tm+1

tm

∂Hzk

∂y
dt

∥

∥

∥

∥

∥

2

L2(Tk)

≤
∆t3

64

∫ tm+1

tm

∥

∥

∥

∥

∂2

∂t2

(

∂Hzk

∂y

)∥

∥

∥

∥

2

L2(Tk)

dt
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and by Cauchy-Schwarz’s and Young’s inequalities follows

(

∂H
m+1/2
zk

∂y
−

1

∆t

∫ tm+1

tm

∂Hzk

∂y
dt, ξ[m+1/2]

xk

)

Tk

≤
∆t3

128 δ

∫ tm+1

tm

∥

∥

∥

∥

∂2

∂t2

(

∂Hzk

∂y

)∥

∥

∥

∥

2

L2(Tk)

dt+
δ

2
‖ξ[m+1/2]

xk
‖2L2(Tk)

.

The other terms in Sm
2,k can be bounded in a similar way. Therefore,

Sm
2,k ≤

C

δ

h2σ−2
k

N2p−2
‖Em+1

xk
‖2Hp(Tk)

+
C

δ

h2σ−2
k

N2p−2
‖Em+1

yk ‖2Hp(Tk)

+
2C

δ

h2σ−2
k

N2p−2
‖Hm+1/2

zk
‖2Hp(Tk)

+
∆t3

128 δ

∫ tm+3/2

tm+1/2

∥

∥

∥

∥

∂2

∂t2

(

∂Exk

∂y

)∥

∥

∥

∥

2

L2(Tk)

+

∥

∥

∥

∥

∂2

∂t2

(

∂Eyk

∂x

)∥

∥

∥

∥

2

L2(Tk)

dt

+
∆t3

128 δ

∫ tm+1

tm

∥

∥

∥

∥

∂2

∂t2

(

∂Hzk

∂y

)∥

∥

∥

∥

2

L2(Tk)

+

∥

∥

∥

∥

∂2

∂t2

(

∂Hzk

∂x

)∥

∥

∥

∥

2

L2(Tk)

dt

+ δ‖ξ[m+1/2]
xk

‖2L2(Tk)
+ δ‖ξ[m+1/2]

yk
‖2L2(Tk)

+ 2δ‖η[m+1]
zk

‖2L2(Tk)
.

Summing from m = 0 to M − 1 we arrive at (33).
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Lemma 5. Let Sm
3,k be defined by (29). Then

M−1
∑

m=0

∑

Tk∈Th

Sm
3,k ≤

CMh2σ−2

δN2p+1
C2

τ (N + 1)(N + 2)

(

1 +
α

min{Z2
k}

)

‖E‖2L∞(0,T ;Hp(Ω))

+
CMh2σ−2

δN2p+1
C2

τ (N + 1)(N + 2)

(

1 +
α

min{Y 2
k }

)

‖Hz‖
2
L∞(0,T ;Hp(Ω))

+
β4C

2
τ (N + 1)(N + 2)∆t

16δmin{Z2
k}

∫ T−∆t/2

0

∥

∥

∥

∥

∂E

∂t

∥

∥

∥

∥

2

L∞(∂Ω)

dt

+
β4C

2
τ (N + 1)(N + 2)∆t

32δmin{Y 2
k }

∫ T

∆t/2

∥

∥

∥

∥

∂Hz

∂t

∥

∥

∥

∥

2

L∞(∂Ω)

dt

+
δ

4
(1 + β4)

(

‖ξ0‖2L2(Ω) + 2

M−1
∑

m=1

‖ξm‖2L2(Ω) + ‖ξM‖2L2(Ω)

)

+
δ

4
(1 + β4)

(

‖η1/2z ‖2L2(Ω) + 2
M−1
∑

m=1

‖ηm+1/2
z ‖2L2(Ω) + ‖ηM+1/2

z ‖2L2(Ω)

)

,

(35)

where p ≥ 0, σ = min(p,N + 1), C and Cτ are constants independent of
(Exk

, Eyk, Hzk), h and N , and δ is an arbitrary positive constant. Moreover,
β4 = 0 for PEC and PMC boundary conditions and β4 = 1 for Silver-Müller
absorbing boundary conditions.

Proof. In order to estimate
∑

Tk∈Th
Sm
3,k, let us write ‖[PNE

m
xk
]‖fik, fik ⊂ F int,

as

‖[PNE
m
xk
]‖L2(fik) = ‖PNE

m−
xk

− Em
xk
+ Em

xk
− PNE

m+
xk

‖L2(fik)

≤ ‖PNE
m−
xk

− Em
xk
‖L2(fik) + ‖Em

xk
− PNE

m+
xk

‖L2(fik).

By Lemma 9 we deduce that

‖PNE
m−
xk

− Em
xk
‖2L2(fik)

≤ C
h2σ−1
k

N2p−1
‖Em

xk
‖2Hp(Tk)

,

where σ = min(p,N + 1) and p > 1
2 . In the same way, we obtain

‖PNE
m+
xk

− Em
xk
‖2L2(fik)

≤ C
h2σ−1
k

N2p−1
‖Em

xk
‖2Hp(Ti)

,
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Similar estimates hold for ‖[PNE
m
yk]‖

2
L2(fik)

and ‖[PNH
m
zk ]‖

2
L2(fik)

.

Let us now consider the edges that belong to the external boundary ∂Ω.

In the case of PEC boundary condition we have [PNH
m+1/2
zk ] = 0. Since

nxE
m
yk − nyE

m
xk

= 0, then

nx[PNE
m
yk]− ny[PNE

m
xk
] = 2(nx(PNE

m
yk − Em

yk)− ny(PNE
m
xk
− Em

xk
)).

For PMC boundary conditions we have [PNE
m
yk
] = 0 and [PNE

m
xk
] = 0.

Since H
m+1/2
zk = 0, then

[PNH
m+1/2
zk ] = 2(PNH

m+1/2
zk −Hm+1/2

zk ).

Applying Cauchy-Schwarz’s inequality, (45) of Lemma 7 and Young’s in-
equality, for the cases of PEC or PMC boundary conditions, we obtain

∑

Tk∈Th

Sm
3,k ≤

∑

Tk∈Th

(

C

δ
C2

τ (N + 1)(N + 2)

(

1 +
α

min{Y 2
k }

)

∑

i∈νk

h2σ−2
i

N2p+1
‖Hm+1/2

zi
‖2Hp(Ti)

+
C

δ
C2

τ (N + 1)(N + 2)

(

1 +
α

min{Z2
k}

)

∑

i∈νk

h2σ−2
i

N2p+1
‖Em

i ‖
2
Hp(Ti)

+
δ

2
‖ξ[m+1/2]

xk
‖2L2(Tk)

+
δ

2
‖ξ[m+1/2]

yk
‖2L2(Tk)

+
δ

2
‖η[m+1]

zk
‖2L2(Tk)

)

. (36)

In the case of Silver-Müller absorbing boundary condition, on the edges
that belong to the external boundary, we observe that

Z+Hm+1/2
zk −(nxE

m+1/2
yk −nyE

m+1/2
xk

) = 0, Y +(nxE
m+1
yk −nyE

m+1
xk

)−Hm+1
zk = 0.

Thus,

Z+[PNH
m+1/2
zk

]− (nx[PNE
m
yk
]− ny[PNE

m
xk
])

= Z+PNH
m+1/2
zk

− (nxPNE
m
yk
− nyPNE

m
xk
)

= Z+(PNH
m+1/2
zk −Hm+1/2

zk )

−(nx(PNE
m
yk
− Em

yk
)− ny(PNE

m
xk
− Em

xk
))

+nx(E
m+1/2
yk

− Em
yk
)− ny(E

m+1/2
xk

− Em
xk
)
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and

Y +(nx[PNE
m+1
yk ]− ny[PNE

m+1
xk

])− [PNH
m+1/2
zk ]

= Y +(nxPNE
m+1
yk − nyPNE

m+1
xk

)− PNH
m+1/2
zk

= Y +(nx(PNE
m+1
yk − Em+1

yk )− ny(PNE
m+1
xk

− Em+1
xk

)

−(PNH
m+1/2
zk −Hm+1/2

zk ) +Hm+1
zk −Hm+1/2

zk .

For fk ∈ F ext, we obtain

∥

∥

∥

∥

ny

Z+ + Z−
(nx(E

m+1/2
yk − Em

yk)− ny(E
m+1/2
xk

− Em
xk
))

∥

∥

∥

∥

L∞(fk)

≤
1

2min{Zk}

∫ tm+1/2

tm

∥

∥

∥

∥

∂E

∂t

∥

∥

∥

∥

L∞(fk)

dt.

In the same way we get the estimate

∥

∥

∥

∥

1

Y + + Y −
(Hm+1

zk
−Hm+1/2

zk
)

∥

∥

∥

∥

L∞(fk)

≤
1

2min{Yk}

∫ tm+1

tm+1/2

∥

∥

∥

∥

∂Hz

∂t

∥

∥

∥

∥

L∞(fk)

dt.

Therefore, to estimate Sm
3,k we use (45) of Lemma 7, and we observe that we

need to add the terms

1

2δ

C2
τ (N + 1)(N + 2)∆t

8min{Z2
k}

∫ tm+1/2

tm

∥

∥

∥

∥

∂E

∂t

∥

∥

∥

∥

2

L∞(fk)

dt,
δ

2
‖ξ

[m+1/2]
k ‖2L2(Tk)

,

1

2δ

C2
τ (N + 1)(N + 2)∆t

16min{Y 2
k }

∫ tm+1

tm+1/2

∥

∥

∥

∥

∂Hz

∂t

∥

∥

∥

∥

2

L∞(fk)

dt,
δ

2
‖η[m+1]

zk ‖2L2(Tk)
,

to the right hand side of (36).
Summing from m = 0 to M − 1, leads to the estimation (35).
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Lemma 6. Let Sm
4,k be defined by (30). Then

M−1
∑

m=0

∑

Tk∈Th

Sm
4,k ≤

1

2
C2

τ (N + 1)(N + 2)max
{

h−1
k

}

(

2 + β2 +
α + β1

2min{Zk}

)

‖ξM‖2L2(Ω)

+
1

2
C2

τ (N + 1)(N + 2)max
{

h−1
k

}

(

2 + β2 +
α+ 2β2β3
2min{Yk}

)

‖ηM+1/2
z ‖2L2(Ω)

+
1

2
C2

τ (N + 1)(N + 2)max
{

h−1
k

}

(2 + β2)
(

‖ξ0‖2L2(Ω) + ‖η1/2z ‖2L2(Ω)

)

.(37)

Proof. We can find an upper bound for
∑

Tk∈Th
Sm
4,k following the arguments

we used to estimate
∑

Tk∈Th
Am

k in the previous section. We obtain

M−1
∑

m=0

∑

Tk∈Th

Sm
4,k ≤

α

8min{Zk}

∑

fik∈F int

‖[ξMk ]‖2L2(fik)

+
∑

fik∈F int

(

‖ξMk ‖L2(fik)‖[η
M+1/2
zk ]‖L2(fik) + ‖ξ0k‖L2(fik)‖[η

1/2
zk ]‖L2(fik)

)

+
α

8min{Yk}

∑

fik∈F int

‖[ηM+1/2
zk ]‖2L2(fik)

+
β1

4min{Zk}

∑

fk∈F ext

‖ξMk ‖2L2(fk)
+

β2β3
2min{Yk}

∑

fk∈F ext

‖ηM+1/2
zk

‖2L2(fk)

+ β2
∑

fk∈F ext

(

‖η1/2zk
‖L2(fk)‖ξ

0
k‖L2(fk) + ‖ηM+1/2

zk
‖L2(fk)‖ξ

M
k ‖L2(fk)

)

,

where β1 = α, β2 = 0 for PEC, β1 = 0, β2 = 1, β3 = α for PMC, and
β1 = β2 =

1
2, β3 = 1 for Silver-Müller boundary conditions. As in the proof

of Theorem 1, using the inequality (45) of Lemma 7 and the inequality (46)
of Lemma 8 (both in Appendix) we obtain the estimate (37).

Theorem 2. Let us consider the leap-frog DG method (9)–(11) complemented
with the discrete boundary conditions defined in Section 3.1 and suppose that
the solution of the Maxwell’s equations (1)–(2) complemented by (4), (5) or
(6) has the following regularity:

Ex, Ey, Hz ∈ L∞(0, Tf ;H
s+1(Ω)),
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∂Ex

∂t
,
∂Ey

∂t
,
∂Hz

∂t
∈ L2(0, Tf ;H

s+1(Ω) ∩ L∞(∂Ω))

and

∂2Ex

∂t2
,
∂2Ey

∂t2
,
∂2Hz

∂t2
∈ L2(0, Tf ;H

1(Ω)), s ≥ 0.

If the time step ∆t satisfies

∆t ≤
min{

¯
ǫ,
¯
µ}

max{CE, CH}
min{hk}(1− δ), 0 < δ < 1, (38)

where CE and CH are the constants defined in Theorem 1, then, for the case
of PEC and PMC boundary conditions, holds

max
1≤m≤M

(

‖Em − Ẽm‖L2(Ω) + ‖Hm+1/2
z − H̃m+1/2

z ‖L2(Ω)

)

≤ C(∆t2 + hmin{s,N})

+C
(

‖E0 − Ẽ0‖L2(Ω) + ‖H1/2
z − H̃1/2

z ‖L2(Ω)

)

and, for the case of Silver-Müller absorbing boundary conditions, holds

max
1≤m≤M

(

‖Em − Ẽm‖L2(Ω) + ‖Hm+1/2
z − H̃m+1/2

z ‖L2(Ω)

)

≤ C(∆t+ hmin{s,N})

+C
(

‖E0 − Ẽ0‖L2(Ω) + ‖H1/2
z − H̃1/2

z ‖L2(Ω)

)

,

where C is a generic constant independent of ∆t and the mesh size h.
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Proof. From (26) and taking into account Lemma 8 and the estimates from
previous lemmata, we obtain

min{
¯
ǫ,
¯
µ}
(

‖ξM‖2L2(Ω) + ‖ηM+1/2
z ‖2L2(Ω)

)

≤ max{ǭ, µ̄}
(

‖ξ0‖2L2(Ω) + ‖η1/2z ‖2L2(Ω)

)

+
∆t

2
C2

invN
2max

{

h−1
k

}

(

‖η1/2z ‖2L2(Ω) + ‖ξ0‖2L2(Ω) + ‖ηM+1/2
z ‖2L2(Ω) + ‖ξM‖2L2(Ω)

)

+∆tδ(7 + β4)

(

M−1
∑

m=1

‖ξm‖2L2(Ω) +
M−1
∑

m=1

‖ηm+1/2
z ‖2L2(Ω)

)

+
∆tδ

2
(7 + β4)

(

‖ξ0‖2L2(Ω) + ‖ξM‖2L2(Ω) + ‖η1/2zk ‖2L2(Ω) + ‖ηM+1/2
zk ‖2L2(Ω)

)

+C2
τ (N + 1)(N + 2)∆tmax

{

h−1
k

}

(

2 + β2 +
α + β1

2min{Zk}

)

‖ξM‖2L2(Ω)

+C2
τ (N + 1)(N + 2)∆tmax

{

h−1
k

}

(

2 + β2 +
α+ 2β2β3
2min{Yk}

)

‖ηM+1/2
z ‖2L2(Ω)

+C2
τ (N + 1)(N + 2)∆tmax

{

h−1
k

}

(2 + β2)
(

‖ξ0‖2L2(Ω) + ‖η1/2z ‖2L2(Ω)

)

+
Ch2σ∆t

δN2p

(

ǫ

∫ T

0

∥

∥

∥

∥

∂E

∂t

∥

∥

∥

∥

2

Hp(Ω)

dt+ µ

∫ T+∆t/2

∆t/2

∥

∥

∥

∥

∂Hz

∂t

∥

∥

∥

∥

2

Hp(Ω)

dt

)

+
2C∆t4

δ

(

∫ T+∆t/2

∆t/2

∣

∣

∣

∣

∂2E

∂t2

∣

∣

∣

∣

2

H1(Ω)

dt+

∫ T

0

∣

∣

∣

∣

∂2Hz

∂t2

∣

∣

∣

∣

2

H1(Ω)

dt

)

+
2CTh2σ−2

δN2p+1

(

N3 +

(

1 +
α

min{Z2
k}

)

C2
τ (N + 1)(N + 2)

)

‖E‖2L∞(0,T ;Hp(Ω))

+
2CTh2σ−2

δN2p+1

(

N3 +

(

1 +
α

min{Y 2
k }

)

C2
τ (N + 1)(N + 2)

)

‖Hz‖
2
L∞(0,T ;Hp(Ω))

+
β4C

2
τ (N + 1)(N + 2)∆t2

8δmin{Z2
k}

∫ T−∆t/2

0

∥

∥

∥

∥

∂E

∂t

∥

∥

∥

∥

2

L∞(∂Ω)

dt

+
β4C

2
τ (N + 1)(N + 2)∆t2

16δmin{Y 2
k }

∫ T

∆t/2

∥

∥

∥

∥

∂Hz

∂t

∥

∥

∥

∥

2

L∞(∂Ω)

dt,

where p ≥ 0, σ = min(p,N + 1), C and Cτ are constants independent
of (Exk

, Eyk, Hzk), hk and N , δ is an arbitrary positive constant, β4 = 0 for
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PEC and PMC boundary conditions and β4 = 1 for Silver-Müller absorbing
boundary conditions.
If (38) holds, using the discrete Gronwall’s Lemma (see e.g. [7, 21]), we

obtain

‖ξM‖2L2(Ω) + ‖ηM+1/2
z ‖2L2(Ω) ≤ C(ǫ, µ,N)

(

‖ξ0‖2L2(Ω) + ‖η1/2z ‖2L2(Ω)

+∆th2σ

∫ T

0

∥

∥

∥

∥

∂E

∂t

∥

∥

∥

∥

2

Hp(Ω)

dt+∆th2σ

∫ T+∆t/2

∆t/2

∥

∥

∥

∥

∂Hz

∂t

∥

∥

∥

∥

2

Hp(Ω)

dt

+∆t4
∫ T

0

∣

∣

∣

∣

∂2E

∂t2

∣

∣

∣

∣

2

H1(Ω)

dt+∆t4
∫ T+∆t/2

∆t/2

∣

∣

∣

∣

∂2Hz

∂t2

∣

∣

∣

∣

2

H1(Ω)

dt

+h2σ−2‖Em‖2L∞(0,T ;Hp(Ω)) + h2σ−2‖Hm+1/2
z ‖2L∞(0,T ;Hp(Ω))

+β4∆t2
∫ T−∆t/2

0

∥

∥

∥

∥

∂E

∂t

∥

∥

∥

∥

2

L∞(∂Ω)

dt+ β4∆t2
∫ T

∆t/2

∥

∥

∥

∥

∂Hz

∂t

∥

∥

∥

∥

2

L∞(∂Ω)

dt
)

.

We complete the proof by using the triangle inequality and Lemma 9.

Remark 1. We want to remark that in the case of Silver-Müller absorbing
boundary conditions we only get first order convergence in time. A possible
way to recover second order convergence is to consider a locally implicit time
scheme (see e.g. [9]). In order to keep efficiency, we propose an alternative
which is explicit and second order convergent in time: for each time step

solve (9)–(11) and save the solution in the variables ( ˜̃Em+1
xk

, ˜̃Em+1
yk , ˜̃H

m+3/2
zk ).

Then the numerical solution (Ẽ
m+1

xk
, Ẽ

m+1

yk
, H̃

m+3/2

zk
) is computed replacing in

(9)–(11) the numerical flux by the following expression



























−ny

Z+ + Z−



Z+[H̃m+1/2
z ]− α



nx

[Ẽm
y ] + [ ˜̃Em+1

y ]

2
− ny

[Ẽm
x ] + [ ˜̃Em+1

x ]

2









nx

Z+ + Z−



Z+[H̃m+1/2
z ]− α



nx

[Ẽm
y ] + [ ˜̃Em+1

y ]

2
− ny

[Ẽm
x ] + [ ˜̃Em+1

x ]

2









1

Y + + Y −

(

Y +
(

nx[Ẽ
m+1
y ]− ny[Ẽ

m+1
x ]

)

− α
[H̃

m+1/2
z ] + [ ˜̃H

m+3/2
z ]

2

)



























.
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6. Numerical results

In this section we present numerical results that support the theoretical
results derived in the previous sections, namely the stability condition and
the error estimates.

6.1. Stability condition. We can check numerically that (19) defines a
sharp stability condition, in terms of the influence of N and hmin = min{hk}.
In our experiments, we computed C that satisfies

∆tmax =
C

(N + 1)(N + 2)
hmin, (39)

where ∆tmax is the maximum observed value of ∆t such that the method
is stable. For these tests, the domain is the square Ω = (−1, 1)2, the sim-
ulation final time is fixed at T = 1, the permittivity tensor is the identity
matrix and µ = 1. We consider equations (1)–(2) with initial conditions
Ex(x, y, 0) = 0, Ey(x, y, 0) = 0, Hz(x, y,∆t/2) = cos(πx) cos(πy) cos(π∆t/2)
in the case of PEC boundary conditions and Ex(x, y, 0) = 0, Ey(x, y, 0) =
0, Hz(x, y,∆t/2) = sin(π∆t/2) sin(πxy) in the case of Silver-Müller absorb-
ing boundary conditions.
In Table 1 and Table 2 the constant C is computed for different mesh sizes

for PEC boundary conditions, considering respectively central and upwind
fluxes in the DG method. In Table 3, C is computed for Silver-Müller bound-
ary conditions, considering upwind fluxes in the DG method, with leap-frog
time integration and modified leap-frog time integration.

hmin

N = 1 N = 2 N = 3 N = 4 N = 5
∆tmax C ∆tmax C ∆tmax C ∆tmax C ∆tmax C

0.5657 0.1 1.06 0.058 1.23 0.037 1.30 0.026 1.37 0.019 1.41
0.2828 0.052 1.10 0.029 1.23 0.018 1.27 0.013 1.37 0.0095 1.41
0.1414 0.025 1.06 0.014 1.18 0.0093 1.31 0.0064 1.35 0.0047 1.39
0.0707 0.012 1.01 0.0072 1.22 0.0046 1.30 0.0032 1.35 0.0023 1.36
0.0354 0.0064 1.08 0.0036 1.22 0.0023 1.29 0.0016 1.35 0.001 1.18
0.0177 0.0032 1.08 0.0018 1.22 0.001 1.29 0.0008 1.28 0.00056 1.32

Table 1. ∆tmax such that the method is stable and C computed
by (39) for PEC boundary conditions and central flux.
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hmin

N = 1 N = 2 N = 3 N = 4 N = 5
∆tmax C ∆tmax C ∆tmax C ∆tmax C ∆tmax C

0.5657 0.055 0.58 0.031 0.66 0.019 0.67 0.013 0.68 0.0096 0.71
0.2828 0.026 0.55 0.014 0.59 0.0094 0.66 0.0064 0.67 0.0047 0.69
0.1414 0.013 0.55 0.0072 0.61 0.0046 0.65 0.0031 0.65 0.0023 0.68
0.0707 0.0065 0.55 0.0035 0.59 0.0023 0.65 0.0015 0.63 0.0011 0.65
0.0354 0.0032 0.54 0.0017 0.58 0.0010 0.56 0.00078 0.66 0.00057 0.67
0.0177 0.0016 0.54 0.00088 0.60 0.00057 0.64 0.00037 0.62 0.00026 0.61

Table 2. ∆tmax such that the method is stable and C computed
by (39) for PEC boundary conditions and upwind flux.

hmin

Leap-frog Modified leap-frog
N = 1 N = 2 N = 3 N = 1 N = 2 N = 3

∆tmax C ∆tmax C ∆tmax C ∆tmax C ∆tmax C ∆tmax C

0.5657 0.060 0.64 0.032 0.67 0.019 0.67 0.076 0.80 0.038 0.80 0.023 0.81
0.2828 0.028 0.59 0.015 0.64 0.0094 0.66 0.034 0.72 0.017 0.72 0.011 0.70
0.1414 0.013 0.55 0.0072 0.61 0.0046 0.65 0.016 0.67 0.0084 0.71 0.0055 0.77
0.0707 0.0065 0.55 0.0035 0.59 0.0023 0.65 0.0077 0.65 0.0041 0.69 0.0027 0.76
0.0354 0.0032 0.54 0.0017 0.58 0.0011 0.62 0.0037 0.62 0.0020 0.67 0.0013 0.73
0.0177 0.0016 0.54 0.00088 0.60 0.00057 0.64 0.0018 0.61 0.0010 0.67 0.00066 0.74

Table 3. ∆tmax such that the method is stable and C computed
by (39) for Silver-Müller boundary conditions and upwind flux.

As expected from the condition (19), the numerical examples in tables
1 and 2 show that the stability regions corresponding to central fluxes are
slightly bigger when compared to the regions obtained using upwind fluxes.
The same is observed when we compare the regions of stability for PEC
boundary conditions and Silver-Müller boundary conditions, which is also
according to (19). From Table 3, we perceive a gain in terms of stability
on the modified leap-frog method. From all the examples presented, we may
deduce that the right hand side of (19) is a sharp bound for ∆tmax. Moreover,
we can also conclude that ∆tmax is directly proportional hmin and inversely
proportional to (N + 1)(N + 2).
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6.2. Order of convergence. In this section, we will illustrate the theoreti-
cal results of convergence. We consider the model problem

ǫxx
∂Ex

∂t
+ ǫxy

∂Ey

∂t
=

∂Hz

∂y
+ P (x, y, t), (40)

ǫyx
∂Ex

∂t
+ ǫyy

∂Ey

∂t
= −

∂Hz

∂x
+Q(x, y, t), (41)

µ
∂Hz

∂t
= −

∂Ey

∂x
+

∂Ex

∂y
+ R(x, y, t), (42)

defined in the square Ω = (−1, 1)2. The source terms P (x, y, t), Q(x, y, t)
and R(x, y, t) were introduced in order to make it easier to find examples
with known exact solution and consequently with the possibility to compute
the error of the numerical solution. The simulation time is fixed at T = 1
and in all tests we assume that µ = 1.
Two distinct situations are considered: in the first, the permittivity tensor

ǫ is constant in the whole computational domain; in the second, the permit-
tivity tensor varies in space.
For the first test we consider a symmetric and positive definite anisotropic

constant permittivity tensor (3), with ǫxx = 5, ǫxy = ǫyx = 1 and ǫyy = 3.
The problem (40)–(42) with PEC boundary conditions is completed with

initial conditions and source terms P , Q and R such that is has the solution

Ex(x, y, t) =
−π

ωǫxx
cos(πx) sin(πy) sin(ωt),

Ey(x, y, t) =
π

ωǫyy
sin(πx) cos(πy) sin(ωt),

Hz(x, y, t) = cos(πx) cos(πy) cos(ωt),

whith ω = π
√

1
ǫxx

+ 1
ǫyy

.

For Silver-Müller absorbing boundary conditions, the initial conditions and
source terms P , Q and R are defined such that the problem has the solution

Ex(x, y, t) = −

√

ǫyy
det(ǫ)

sin(πt) sin(πx),

Ey(x, y, t) =

√

ǫxx
det(ǫ)

sin(πt) sin(πy),

Hz(x, y, t) = sin(πt) sin(πxy).
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(a) Central flux.
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(b) Upwind flux.

Figure 1. ‖EM
x − ẼM

x ‖L2(Ω) versus h, for constant permittivity
tensor and PEC boundary conditions.
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(a) Central flux.
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(b) Upwind flux.

Figure 2. ‖EM
x − ẼM

x ‖L2(Ω) versus h, for constant permittivity
tensor and Silver-Müller boundary conditions.

To illustrate the order of convergence in space, we fix ∆t = 10−5, except
for figures 2 and 7, where we consider ∆t = 10−6 for N = 4. We plot of
the error depending on the maximum element diameter for each mesh, where
both the vertical and horizontal axis are scaled logarithmically. The numer-
ical convergence rate is approximated by the slope of the linear regression
line. In Figure 1, for PEC boundary conditions, and in Figure 2, for Silver-
Müller absorbing boundary conditions, we plot the discrete L2-error of the Ẽx

component of electric field, considering different degrees for the polynomial
approximation while the spatial mesh is refined for both central and upwind
fluxes. For central flux, the numerical convergence rate is close to the value
estimated in Theorem 2, O(hN), and for upwind flux we observe higher order
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(a) PEC boundary conditions, central flux.
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(b) PEC boundary conditions, upwind flux.
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(c) Silver-Müller boundary conditions, cen-
tral flux.
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(d) Silver-Müller boundary conditions, up-
wind flux.

Figure 3. ‖EM
x − ẼM

x ‖L2(Ω), ‖E
M
y − ẼM

y ‖L2(Ω) and ‖H
M+1/2
z −

H̃
M+1/2
z ‖L2(Ω) versus h, for constant permittivity tensor.

of convergence, up to O(hN+1) in some cases. Similar results were obtained
for Ẽy and H̃z components as illustrated in Figure 3 for N = 2.
To visualize the convergence in time, the polynomials degree and the num-

ber of elements have been set to N = 8 and K = 800, respectively. For the
case of PEC boundary conditions, the results in Figure 4 illustrate the second
order of convergency established by Theorem 2. These results correspond to
upwind flux and similar results are observed for central flux.
For Silver-Müller absorbing boundary conditions, the data plotted in Figure

5a illustrates the first order of convergency established by Theorem 2. The
second order of convergence in time can be obtained considering the modified
leap-frog time integration method proposed in Remark 1 as illustrated in
Figure 5b.
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Figure 4. ‖EM
x − ẼM
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(a) Leap-frog time integration.
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(b) Modified leap-frog time integration.

Figure 5. ‖EM
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x ‖L2(Ω), ‖E
M
y − ẼM

y ‖L2(Ω) and ‖H
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z −

H̃
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z ‖L2(Ω) versus ∆t, for constant permittivity tensor and

Silver-Müller boundary conditions.

Now we consider the case were the permittivity tensor (3) is space depen-
dent. For the numerical tests we consider

ǫ(x, y) =

(

4x2 + y2 + 1
√

x2 + y2
√

x2 + y2 x2 + 1

)

.

The exact solution for both PEC and Silver-Müller boundary conditions is
the same as previous test. The source terms P , Q and R in (40)–(42) are
changed due to dependency of the tensor to space. In this test we use the
same parameters and repeat the experiments. The results for the spatial
convergency for both PEC and Silver-Müller boundary conditions are plotted
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(b) Upwind flux.

Figure 6. ‖EM
x − ẼM

x ‖L2(Ω) versus h, for space dependent per-
mittivity tensor and PEC boundary conditions.
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(b) Upwind flux.

Figure 7. ‖EM
x − ẼM

x ‖L2(Ω) versus h, for space dependent per-
mittivity tensor and Silver-Müller boundary conditions.

in figures 6 and 7. As in the first example, for central flux, the order of the
error is near O(hN), and for upwind flux we observe higher order. The results
plotted in Figure 8 show the second order convergency in time for PEC. For
the case of Silver-Müller boundary conditions, in Figure 9a we observe first
order convergency in time, while in Figure 9b we perceive that the second
order is recovered with the modified method presented in Remark 1.
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Appendix A.Technical lemmata

The lemmata included this section are technical tools needed to derive the
stability condition and the convergence estimates.
We consider the following trace inequalities (see e.g. [17]).

Lemma 7. Let Tk be an element of Th with diameter hk and let fk be an
edge of Tk. There exists a positive constant C independent of hk such that,
for any u ∈ H1(Tk),

‖u‖L2(fk) ≤ C

√

|fk|

|Tk|

(

‖u‖L2(Tk) + hk‖∇u‖L2(Tk)

)

. (43)

Moreover, if u is a polynomials of degree less than or equal to N , there
exists a positive constant Ctrace independent of hk and u but dependent on
the polynomials degree N , such that

‖u‖L2(fk) ≤ Ctrace

√

|fk|

|Tk|
‖u‖L2(Tk).

An exact expression for the constant Ctrace can be given as a function of the
polynomials degree, and the following inequality holds for any u ∈ PN (Tk)

‖u‖L2(fk) ≤

√

(N + 1)(N + 2)

2

|fk|

|Tk|
‖u‖L2(Tk). (44)

Consequently, there exists a positive constant Cτ independent of hk and N but
depent on the shape-regularity hk/τk, where τk is the diameter of the largest
inscribed ball contained in Tk (see (8)), such that, for any u ∈ PN (Tk),

‖u‖L2(fk) ≤ Cτ

√

(N + 1)(N + 2)h
−1/2
k ‖u‖L2(Tk). (45)

The next result is an inverse-type estimate ([5, 10]), where we present
explicitly the dependence of the constant on the polynomials degree.

Lemma 8. Let us consider Tk ∈ Th with diameter hk. There exists a positive
constant Cinv independent of hk and N such that, for any u ∈ PN (Tk),

‖u‖Hq(Tk) ≤ CinvN
2qh−q

k ‖u‖L2(Tk), (46)

where q ≥ 0.
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Note that Cinv depends on the shape-regularity hk/τk, where τk is the
diameter of the largest inscribed ball contained in Tk. A sharper estimate
reads

∀u ∈ PN(Tk), ‖u‖Hq(Tk) ≤ C̃invN
2qτ−q

k ‖u‖L2(Tk).

The reader can refer to [3] or [18] for the following approximation proper-
ties.

Lemma 9. Let Tk ∈ Th and u ∈ Hp(Tk). Then there exits a constant C
depending on p and on the shape-regularity of Tk but independent of u, hk

and N and a sequence PNu ∈ PN(Tk), N = 1, 2, . . . , such that, for any
0 ≤ q ≤ p

‖u− PNu‖Hq(Tk) ≤ C
hσ−q
k

Np−q
‖u‖Hp(Tk), p ≥ 0, (47)

‖u− PNu‖L2(fk) ≤ C
h
σ−1/2
k

Np−1/2
‖u‖Hp(Tk), p >

1

2
, (48)

where σ = min(p,N + 1) and fk is an edge of Tk.
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