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1. Introduction
The semiclassical orthogonal polynomials (OP) are the sole creation of the

French mathematician J. Shohat [25]. They arise as a natural extension of
the well known classical OP of Hermite, Laguerre, Jacobi, and Bessel, having
been a focus of great research activity since the 1980’s, specially after the
contributions of another French mathematician, P. Maroni [18, 19, 20, 21].
As expected, many aspects of the theory were developed by seeking proper-
ties which generalize the properties of the classical OP, e.g., a second order
homogeneous linear differential equation with polynomial coefficients, the
Pearson’s (distributional) differential equation, and the so-called structure
relations. Nowadays the subject is a very active research area both on the
setting of continuous OP as well as on the discrete ∆ω−OP and q−OP ones,
not only from a theoretical point of view —were the algebraic aspects of the
theory still play the central role—, but also because they arise naturally in
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connection with other branches of Mathematics and Mathematical Physics.
For instance, the connection of semiclassical OP with Painlevé equations
emerged as an important topic of research. On the other hand, they appear
as a breeding ground for the construction of explicit examples of orthogonal
polynomial sequences (OPS) out of the classical family of OP.

The aim of our work is to study semiclassical OP via polynomial mappings,
as a natural extension of our results discussed in [10]. The later is a subject
that received special attention along the last decades. Indeed, the theory of
OP via polynomial mappings begun with the discovery of the well known
quadratic relation involving Hermite and Laguerre OP of parameters ±1

2 ,
and the interest on the subject grew after a question asked by Chihara about
the existence of OPS such that one of the OPS is obtained from the other
one via a cubic transformation. The answer to this question was given by
Barrucand and Dickinson in [2], and after this work several papers appeared
in the literature involving OP obtained via general polynomials mappings,
the most influential one being the paper [11] by Geronimo and Van Assche,
where an important connection with the so-called sieved OP discovered by
Al-Salam, Allaway, and Askey [1] was pointed out.

The structure of the paper is as follows. In Section 2 we compile some
known results on OP, including a brief review on semiclassical OP as well as
the relevant results needed along this work on OP and polynomial mappings.
In Section 3 we state our main results. We complement the study contained
in [10] by considering here OP via polynomial mappings in the framework
of the semiclassical class. We also present relations involving the Stieltjes
formal series of the regular functionals with respect to which the sequences
of polynomials appearing in the polynomial mapping are orthogonal, and
then we use these relations to show that semiclassical families are stable
under polynomial transformations. We further deduce several consequences
of this fact, e.g. stating precise results about the class of a semiclassical OPS
obtained via a polynomial transformation on another semiclassical OPS. In
Section 4 we determine all the semiclassical OPS, {pn}n≥0, of class at most
2 obtained via cubic transformations of the form

p3n(x) = qn
(
x3 + px+ r

)
, p, r ∈ C ,

requiring that {qn}n≥0 be a classical OPS. We give a complete description of
such OPS {pn}n≥0 (of class at most 2) and show that {qn}n≥0 is necessarily
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a Jacobi or Laguerre family, improving and extending the results given re-
cently in [28] where the authors require {pn}n≥0 to be semiclassical of class
1. Finally, we summarize in Tables 3 and 4 new examples of semiclassical
OPS of classes 1 and 2.

2. Background
In this section we recall some basic facts concerning the general theory of

OP that will be needed along the remaining sections.

2.1. Basic tools. The linear space of all polynomials with complex coef-
ficients will be denoted by P , and its algebraic dual by P∗, i.e., P∗ is the
space of all linear functionals u : P → C. We recall that P may be carried
with a topology for which all the linear functionals become continuous—and
hence the equality P ′ = P∗ holds, where P ′ denotes the topological dual of
P—, namely the topology of the strict inductive limit of the spaces Pn, being
Pn the linear subspace of P of all polynomials of degree at most n endowed
with any norm. We also define P−1 := {0}, the trivial subspace. For details
(and rigorous justifications) we refer the reader to the works [18, 19, 20, 21]
by Maroni (see also [24]) and [4] by Brezinski and Maroni. All the elements
needed concerning strict inductive limit topologies may be found e.g. in the
books by Trèves [29], Reed and Simon [26], and Lax [13].

We denote by 〈u, f〉 the action of a functional u ∈ P ′ over f ∈ P , and by

un := 〈u, xn〉 (n ∈ N0)

the moment of order n of u. As usual, given u ∈ P ′ and φ ∈ P , we define
the (distributional) derivative of u and the left-multiplication of u by φ, as
the functionals Du, φu ∈ P ′ defined by

〈Du, f〉 := −〈u, f ′〉 , 〈φu, f〉 := 〈u, φf〉 , f ∈ P .

A sequence {fn}n≥0 such that fn ∈ Pn\Pn−1 for every n will be called a simple
set of polynomials. The dual basis associated with a simple set {fn}n≥0 is
the sequence {en}n≥0, with en ∈ P ′, such that

〈en, fj〉 := δn,j (n, j ∈ N0) ,

where δn,j is the Kronecker symbol.
In the next we recall the definition of OPS and some of the main facts

concerning such sequences. Let u ∈ P ′ and {pn}n≥0 ⊂ P . We say that
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{pn}n≥0 is an OPS with respect to u if it is a simple set of polynomials and
the orthogonality conditions

〈u, pnpm〉 = knδn,m (n,m ∈ N0)

hold, where {kn}n≥0 is a sequence of nonzero complex numbers. In such case,
u is called regular or quasi-definite, and {pn}n≥0 the associated OPS. If the
leading coefficient of each pn is equal to 1, i.e., pn(x) = xn+lower degree terms,
we will refer to {pn}n≥0 as a monic OPS. It is well know that any monic OPS
{pn}n≥0 is characterized by a three-term recurrence relation of the form

pn+1(x) = (x− βn)pn(x)− γnpn−1(x) ,

with initial conditions p0(x) := 1 and p1(x) := x − β0, being {βn}n≥0 and
{γn}n≥1 sequences of complex numbers such that γn 6= 0 for all n. In partic-
ular, if βn ∈ R and γn > 0 for all n, then the linear functional u with respect
to which {pn}n≥0 is an OPS admits an integral representation such as

〈u, f〉 =

∫
R
f dµ (f ∈ P) ,

where µ is a nontrivial positive Borel measure with finite moments of all
orders (i.e.,

∫
R |x|

n dµ < ∞ for all n ∈ N0). In such a case, we say that
{pn}n≥0 is an OPS in the positive-definite sense, or, equivalently, u is regular
in the positive-definite sense. We also recall that if {pn}n≥0 is a monic OPS
with respect to u ∈ P ′ (not necessarily in the positive-definite sense), then
the dual basis {an}n≥0 associated with {pn}n≥0 is explicitly given by

an =
pn
〈u, p2

n〉
u .

Then the set equality P ′ = P∗ mentioned above allows us to express any
linear functional v ∈ P∗ in terms of the dual basis {an}n≥0 as

v =
∞∑
n=0

〈v, pn〉an ,

in the sense of the weak dual topology in P ′. This is a fundamental property
in the framework of the algebraic theory of orthogonal polynomials founded
by Maroni at the end of the last century. Another important tool is the
formal Stieltjes series associated with a given regular linear functional u ∈ P ′
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defined by

Su(z) := −
∞∑
n=0

un
zn+1

.

Su(z) is a representation for the moments un of u. Thus, since the sequence
{un}n≥0 characterizes u, then so does Su(z). Formally, Su(z) admits the
representation

Su(z) =
〈
ux,

1

x− z

〉
,

where ux means that u acts on functions of the variable x.

2.2. Semiclassical OP. A functional u ∈ P∗ is called semiclassical if it is
regular and there exist two nonzero polynomials φ and ψ such that

degψ ≥ 1 (2.1)

and u satisfies the generalized Pearson distributional differential equation

D(φu) = ψu . (2.2)

If {pn}n≥0 is an OPS with respect to a semiclassical functional then {pn}n≥0

is called a semiclassical OPS. The following is a useful well known criterion.

Proposition 2.1. Let u ∈ P∗. Suppose that u is regular. Then, u is semi-
classical if and only if there exist two polynomials φ and ψ, with at least one
of them nonzero, such that (2.2) holds. Moreover, under these conditions,
necessarily both φ and ψ are nonzero and ψ satisfies (2.1).

Proof : “Necessity” is obvious, so we only need to prove “sufficiency”. Let u
fulfils (2.2), with φ, ψ ∈ P . Suppose that ψ ≡ 0, so that D (φu) = 0. If φ 6≡ 0,
setting r := deg φ and being a(6= 0) the leading coefficient of φ, we would
have 〈u, p2

r〉 = a−1〈φu, pr〉 = −a−1〈D (φu) ,
∫
pr〉 = 0, violating the regularity

of u. We conclude that ψ ≡ 0 implies φ ≡ 0. Suppose now that φ ≡ 0, so
that ψu = 0. If ψ 6≡ 0, then setting t := degψ and being b(6= 0) the leading
coefficient of ψ, we would have 〈u, p2

t 〉 = b−1〈ψu, pt〉 = 0, violating again the
regularity of u. We conclude that φ ≡ 0 implies ψ ≡ 0. Finally, suppose that
ψ ≡ const. = c 6= 0. Then 〈u, 1〉 = c−1〈ψu, 1〉 = c−1〈D(φu), 1〉 = 0, violating
once again the regularity of u. Hence ψ satisfies condition (2.1).

If u is a semiclassical functional, the class of u is the nonnegative integer
number

s := min
(φ,ψ)∈Au

max{degφ− 2, degψ − 1} , (2.3)
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pn φ ψ regularity conditions

Hn 1 −2x

L
(α)
n x −x+ α + 1 α 6=−n , n≥1

P
(α,β)
n 1− x2 −(α + β + 2)x+ β − α α 6=−n , β 6=−n , α+β+16=−n , n≥1

B
(α)
n x2 (α + 2)x+ 2 α 6=−n , n≥2

Table 1. Classification and canonical forms of the classical OPS.

where Au is the set of all pairs (φ, ψ) of nonzero polynomials such that (2.1)
and (2.2) hold. The pair (φ, ψ) ∈ Au where the class of u is attained is
unique. If {pn}n≥0 is an OPS with respect to a semiclassical functional of
class s then {pn}n≥0 is called a semiclassical OPS of class s. In particular,
when s = 0 (so that degφ ≤ 2 and degψ = 1) one obtains, up to an affine
change of variables, the four families of classical OPS: Hermite, Hn; Laguerre,

L
(α)
n ; Jacobi, P

(α,β)
n ; and Bessel, B

(α)
n . Table 1 summarizes the corresponding

canonical forms for the pairs (φ, ψ) usually considered in the literature.
Besides the generalized Pearson distributional differential equation (2.2),

semiclassical functionals have several characterizations. For our purposes we
need the following one, which involves the Stieltjes formal series: u ∈ P∗ is
semiclassical if and only if it is regular and the associated Stieltjes formal
series satisfies formally the first order linear differential equation

φ(z)S ′u(z) = C(z)Su(z) +D(z) , (2.4)

where φ is a nonzero polynomial, and C and D are polynomials. Moreover, if
u satisfies (2.2), then we may take in (2.4) the same polynomial φ appearing
in (2.2), being the polynomials C and D given by

C = ψ − φ′ , D = (uθ0ψ)− (uθ0φ)′ ,

where, for any π ∈ P , the polynomials θ0π and uπ are defined by

θ0π(x) :=
π(x)− π(0)

x
, uπ(x) :=

〈
uy,

xπ(x)− yπ(y)

x− y

〉
.

Furthermore, if the polynomials φ, C, and D appearing in (2.4) are co-prime,
then the class of u is given by

s = max{degC − 1, degD} . (2.5)
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pn C D

Hn −2x −2u0

L
(α)
n −x+ α −u0

P
(α,β)
n −(α + β)x+ β − α −(α + β + 1)u0

B
(α)
n αx+ 2 (α + 1)u0

Table 2. C and D corresponding to the canonical forms in Table 1.

Thus, the formal differential equation (2.4) appears as an efficient tool in
order to determine the class of a semiclassical functional.

Table 2 gives the polynomials C and D appearing in the differential equa-
tion fulfilled by the Stieltjes series for the classical functionals (s = 0) corre-
sponding to the canonical forms given in Table 1.

Remarks 2.1. Often, a semiclassical functional is defined requiring the pair
(φ, ψ) appearing in Pearson’s equation (2.2) to be an admissible pair, meaning
that, whenever deg φ = 1 + degψ the leading coefficient of ψ cannot be a
negative integer multiple of the leading coefficient of φ. We did not included
the admissibility condition in the definition of semiclassical functional since
there are regular functionals u fulfilling (2.2) with (φ, ψ) a non-admissible
pair (see e.g. [1, 22]). We note, however, that for a classical functional the
admissibility condition holds necessarily, a fact known as early as the work
of Geronimus [12].

2.3. OP via polynomial mappings. The study of polynomial mappings
in the framework of the theory of OP is a very attractive subject. Special
attention has been paid to quadratic and cubic transformations (see e.g.
[2, 7, 14, 15, 16, 17, 28]). After the important work by Bessis and Moussa
[3], the subject has been treated in full generality by Geronimo and Van
Assche [11], Charris, Ismail, and Monsalve [5, 6] (using the so-called blocks of
OP), and by Peherstorfer [23]. More recently [9, 10] characterization results
have been stated in order to ensure that a given OPS becomes obtained from
another one via a polynomial mapping. In order to describe this mapping, let
{pn}n≥0 be a monic OPS, characterized by its three-term recurrence relation,
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convenably expressed in terms of blocks as [5, 6]

(x− b(j)
n )pnk+j(x) = pnk+j+1(x) + a

(j)
n pnk+j−1(x)

(j = 0, 1, . . . , k − 1 ; n = 0, 1, 2, . . .) ,
(2.6)

satisfying initial conditions p−1(x) := 0 and p0(x) := 1. Without loss of

generality, we take a
(0)
0 := 1. In general, the a

(j)
n ’s and the b

(j)
n ’s are complex

numbers with a
(j)
n 6= 0 for all n and j. With these numbers we may construct

determinants ∆n(i, j;x) as in [5, 6], so that

∆n(i, j;x) :=


0 if j < i− 2

1 if j = i− 2

x− b(i−1)
n if j = i− 1

(2.7)

and, if j ≥ i ≥ 1,

∆n(i, j;x) :=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

x− b(i−1)
n 1 0 . . . 0 0

a
(i)
n x− b(i)

n 1 . . . 0 0

0 a
(i+1)
n x− b(i+1)

n . . . 0 0
...

...
... . . . ...

...

0 0 0 . . . x− b(j−1)
n 1

0 0 0 . . . a
(j)
n x− b(j)

n

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,

(2.8)
for every n ∈ N0. Taking into account that ∆n(i, j; ·) is a polynomial whose

degree may exceed k, and since in (2.6) the a
(j)
n ’s and b

(j)
n ’s are defined only

for 0 ≤ j ≤ k − 1, we adopt the convention

b(k+j)
n := b

(j)
n+1 , a(k+j)

n := a
(j)
n+1 (i, j, n ∈ N0) , (2.9)

and so the following useful equality holds:

∆n(k + i, k + j;x) = ∆n+1(i, j;x) . (2.10)

Theorem 2.1. [10, Theorem 2.1] Let {pn}n≥0 be a monic OPS characterized
by the general blocks of recurrence relations (2.6). Fix r0 ∈ C, k ∈ N, and
m ∈ N0, with 0 ≤ m ≤ k − 1. Then, there exist polynomials πk and θm of
degrees k and m (resp.) and a monic OPS {qn}n≥0 such that q1(0) = −r0

and
pkn+m(x) = θm(x) qn(πk(x)) , n = 0, 1, 2, . . . (2.11)

if and only if the following four conditions hold:



ON SEMICLASSICAL OP VIA POLYNOMIAL MAPPINGS 9

(i) b
(m)
n is independent of n for n ≥ 0;

(ii) ∆n(m + 2,m + k − 1;x) is independent of n for n ≥ 0 and for every
x;

(iii) ∆0(m+2,m+k−1; ·) is divisible by θm, i.e., there exists a polynomial
ηk−1−m with degree k − 1−m such that

∆0(m+ 2,m+ k − 1;x) = θm(x) ηk−1−m(x) ;

(iv) rn(x) is independent of x for every n ≥ 1, where

rn(x) := a
(m+1)
n ∆n(m+ 3,m+ k − 1;x)− a(m+1)

0 ∆0(m+ 3,m+ k − 1;x)

+ a
(m)
n ∆n−1(m+ 2,m+ k − 2;x)− a(m)

0 ∆0(1,m− 2;x) ηk−1−m(x) .

Under such conditions, the polynomials θm and πk are explicitly given by

πk(x) = ∆0(1,m;x) ηk−1−m(x)− a(m+1)
0 ∆0(m+ 3,m+ k − 1;x) + r0 ,

θm(x) := ∆0(1,m− 1;x) ≡ pm(x) ,
(2.12)

and the monic OPS {qn}n≥0 is generated by the three-recurrence relation

qn+1(x) = (x− rn) qn(x)− snqn−1(x) , n = 0, 1, 2, . . . (2.13)

with initial conditions q−1(x) = 0 and q0(x) = 1 , where

rn := r + rn(0) , sn := a(m)
n a

(m+1)
n−1 · · · a

(m+k−1)
n−1 , n = 1, 2, . . . . (2.14)

Moreover, for each j = 0, 1, 2, . . . , k − 1 and all n = 0, 1, 2, . . .,

pkn+m+j+1(x) =
1

ηk−1−m(x)

{
∆n(m+ 2,m+ j;x) qn+1(πk(x))

+
(∏j+1

i=1 a
(m+i)
n

)
∆n(m+ j + 3,m+ k − 1;x) qn(πk(x))

}
.

(2.15)

Remarks 2.2. Notice that for j = k − 1, (2.15) reduces to (2.11).

3. Polynomial mappings and semiclassical OP
In this section we start by introducing some operators and stating some

preliminary lemmas. For fixed π ∈ P , let σπ : P → P be the linear operator
defined by σπ[f ] := f ◦ π for every f ∈ P , and define σ∗π : P∗ → P∗ by
duality. Therefore,

σπ[f ](x) := f(π(x)) , 〈σ∗π(u), f〉 := 〈u, σπ[f ]〉 , f ∈ P , u ∈ P ′ .



10 K. CASTILLO, M. N. DE JESUS AND J. PETRONILHO

Lemma 3.1. [28] For fixed φ, π ∈ P and u ∈ P ′, the following relations
hold:

φσ∗π(u) = σ∗π
(
σπ[φ]u) , σ∗π (Du) = D (σ∗π(π′u)) . (3.1)

Lemma 3.2. Let {pn}n≥0 and {qn}n≥0 be two monic OPS such that there
exists monic polynomials πk and θm of degrees k and m (resp.), with 0 ≤
m ≤ k − 1, satisfying

pnk+m(x) = θm(x)qn (πk(x)) , n = 0, 1, 2, . . . .

Let u and v be the regular functionals in P ′ with respect to which {pn}n≥0 and
{qn}n≥0 are orthogonal (resp.), and let {an}n≥0 and {bn}n≥0 be the associated
dual basis. Then the following relations hold:

σ∗πk (θm ank+j) = δj,mbn (j = 0, 1, . . . , k − 1, n = 0, 1, 2, . . .) , (3.2)

σ∗πk (θm pju) = δj,m v
−1
0

〈
u, θ2

m

〉
v (j = 0, 1, . . . , k − 1) . (3.3)

Proof : For fixed j ∈ {0, 1, . . . , k − 1} and n, ` ∈ N0, the equalities〈
σ∗πk (θm ank+j) , q`

〉
=
〈
ank+j, θmσπk[q`]

)〉
= 〈ank+j, pk`+m〉

= δj,m〈bn, q`〉

hold. This proves (3.2), since {q`|` = 0, 1, 2, . . . } spans P . Taking n = 0 in
(3.2) and using the relations (see e.g. [21])

aj =
pj
〈u, p2

j〉
u , bj =

qj
〈v, q2

j 〉
v (j ∈ N0) ,

we obtain (3.3).

In [10, Theorem 3.4], considering orthogonality in the positive-definite
sense, so that {pn}n≥0 and {qn}n≥0 are orthogonal with respect to some pos-
itive Borel measures, the relation between the Stieltjes transforms of these
measures has been stated. Without assuming a priori orthogonality in the
positive-definite sense, we may state the following proposition, which gives
the relation between the formal Stieltjes series corresponding to the linear
functionals on P with respect to which {pn}n≥0 and {qn}n≥0 are monic OPS.

Lemma 3.3. Under the conditions of Theorem 2.1, the formal Stieltjes
series Su(z) := −

∑∞
n=0 un/z

n+1 and Sv(z) := −
∑∞

n=0 vn/z
n+1 associated
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with the regular moment linear functionals u and v with respect to which
{pn}n≥0 and {qn}n≥0 are orthogonal (resp.) are related by

Su(z) =
u0

v0

−v0∆0(2,m− 1; z) +
(∏m

j=1 a
(j)
0

)
ηk−1−m(z)Sv(πk(z))

θm(z)
. (3.4)

Proof : We begin by noticing the following relation (see e.g. [30])

pm(x)

x− z
=
pm(z)

x− z
+

m∑
j=1

pj−1(x)p
(j)
m−j(z) ,

{p(j)
n }n≥0 being the sequence of the associated polynomials of order j, given

by

p(j)
n (x) :=

1

〈u, p2
j−1〉

〈
pj−1(y)uy,

pn+j(x)− pn+j(y)

x− y

〉
.

Therefore,

〈
ux,

pm(x)

x− z

〉
= pm(z)

〈
ux,

1

x− z

〉
+

m∑
j=1

p
(j)
m−j(z) 〈ux, pj−1(x)〉

= pm(z)Su(z) + p
(1)
m−1(z)u0

= θm(z)Su(z) + ∆0(2,m− 1; z)u0 .

(3.5)

Setting

ρk−1(x, z) :=
πk(x)− πk(z)

x− z
=

k−1∑
j=0

αk−1−j(z)pj(x) , (3.6)



12 K. CASTILLO, M. N. DE JESUS AND J. PETRONILHO

then〈
ux,

pm(x)

x− z

〉
=

k−1∑
j=0

αk−1−j(z)
〈
ux,

pm(x)pj(x)

πk(x)− πk(z)

〉
=

k−1∑
j=0

αk−1−j(z)
(
−
∞∑
n=0

〈ux, pm(x)pj(x)πnk (x)〉
πn+1
k (z)

)
=

k−1∑
j=0

αk−1−j(z)
(
−
∞∑
n=0

〈
σ∗πk (θmpju) , xn

〉
πn+1
k (z)

)
= αk−1−m(z)

〈
u, θ2

m

〉
v0

(
−
∞∑
n=0

〈v, xn〉
πn+1
k (z)

)
= αk−1−m(z)

〈
u, θ2

m

〉
v0

Sv (πk(z)) ,

(3.7)

where in the fourth equality we have made use of relation (3.3). Now, from
(3.6), αk−1−j(z) = 〈ux, pj(x)ρk−1(x, z)〉/〈u, p2

j〉 for all j = 0, 1, . . . , k − 1,
hence

αk−1−m(z) =
〈ux, pm(x)ρk−1(x, z)〉

〈u, p2
m〉

=
u0

(∏m
j=1 a

(j)
0

)
ηk−1−m(z)

〈u, θ2
m〉

, (3.8)

where the last equality follows immediately after comparing the relation ap-
pearing in [10, Lemma 3.3] for n = 1, i.e.,

p
(1)
k+m−1(z)− p(1)

m−1(z)q1 (πk(z)) =
(∏m

j=1a
(j)
0

)
ηk−1−m(z) ,

with the relation (see the proof of [10, Lemma 3.3], p. 2253)

p
(1)
k+m−1(z) = p

(1)
m−1(z)q1 (πk(z)) +

1

u0

〈
ux, θm(x)

πk(x)− πk(z)

x− z

〉
.

Therefore, (3.4) follows from (3.5), (3.7), and (3.8).

Lemma 3.4. Let πk and φ be monic polynomials, with deg πk = k, and let
Bk := {p0, p1, . . . , pk−1} be a simple set of polynomials. Then, to the triple(
φ, πk,Bk

)
we may associate k polynomials φ0, φ1, . . . , φk−1, with deg φj ≤

b(deg φ)/kc for all j = 0, 1, . . . , k − 1, such that

φ =
k−1∑
j=0

pjσπk[φj] . (3.9)
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Proof : Set deg φ = kq + r, with q ∈ N0 and 0 ≤ r ≤ k − 1. Since P is
spanned by the set

{
pj(x)πik(x) | 0 ≤ j ≤ k − 1; i ∈ N0

}
, then there exist

uniquely determined scalars cj,i (0 ≤ j ≤ k − 1; 0 ≤ i ≤ q) such that

φ(x) =
∑q

i=0

∑k−1
j=0 cj,ipj(x)πik(x), being cr+1,q = cr+2,q = · · · = ck−1,q = 0 if

r < q. Therefore, defining

φj(x) :=

q∑
i=0

cj,ix
i (j = 0, 1, . . . , k − 1) ,

we obtain φ(x) =
∑k−1

j=0 pj(x)
∑q

i=0 cj,iπ
i
k(x) =

∑k−1
j=0 pj(x)φj

(
πk(x)

)
, and thus

the representation (3.9) follows.

Theorem 3.1. Let {pn}n≥0 and {qn}n≥0 be monic OPS such that there exist
monic polynomials πk and θm of degrees k and m (resp.), with 0 ≤ m ≤ k−1,
satisfying

pnk+m(x) = θm(x)qn (πk(x)) , n = 0, 1, 2, . . . . (3.10)

Then the following holds:

(i) If {pn}n≥0 is semiclassical of class s, then {qn}n≥0 is semiclassical of
class s̃, with s̃ ≤ b s/k c.

(ii) If {qn}n≥0 is semiclassical of class s̃, then {pn}n≥0 is semiclassical of
class s, with s ≤ (s̃+ 3)k − 3.

Proof : Along the proof we denote by u and v be the regular functionals with
respect to which {pn}n≥0 and {qn}n≥0 are orthogonal, respectively.

(i) Assume that {pn}n≥0 is semiclassical of class s. Then there exist two
nonzero polynomials Φ and Ψ, with deg Ψ ≥ 1, such that

D (Φu) = Ψu , (3.11)

being s = max {deg Φ− 2, deg Ψ− 1}. Set ` := 1+b s/k c and p := `k−1−s.
Then p ∈ N0, and multiplying both sides of (3.11) by xpθ2

m we obtain

D
(
xpθ2

mΦu
)

=

{
θm (θmΨ + 2 θ′mΦ)u , if p = 0
xp−1θm (x θmΨ + (2x θ′m + p θm) Φ)u , if p ≥ 1 .

(3.12)

Assume p ≥ 1 (the proof is similar if p = 0). Applying the operator σ∗πk to
both sides of (3.12), and taking into account Lemma 3.1, we deduce

D
(
σ∗πk
(
π′kθ

2
mx

pΦu
))

= σ∗πk
(
xp−1θm (x θmΨ + (2x θ′m + p θm) Φ)u

)
. (3.13)
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Next, Lemma 3.4 ensures the existence of polynomials fj (j = 0, 1, . . . , k−1),
with each fj not necessarily of degree j, fulfilling

π′kθmx
pΦ =

k−1∑
j=0

pjσπk[fj] . (3.14)

Multiplying both sides of (3.14) by θm and considering the left multiplication
of the resulting polynomials (in both sides) by the functional u, then applying
the operator σ∗πk and using Lemma 3.2, we obtain

σ∗πk
(
π′kθ

2
mx

pΦu
)

=
k−1∑
j=0

σ∗πk
(
θmpjσπk[fj]u

)
= v−1

0 〈u, p2
m〉fmv . (3.15)

Similarly, consider polynomials gj (j = 0, 1, . . . , k − 1), with each gj not
necessarily of degree j, such that

xp−1
(
x θmΨ + (2x θ′m + p θm) Φ

)
=

k−1∑
j=0

pjσπk[gj] , (3.16)

and proceed as before to deduce

σ∗πk
(
xp−1θm (x θmΨ + (2x θ′m + p θm) Φ)u

)
= v−1

0 〈u, p2
m〉gmv . (3.17)

From (3.13), (3.15), and (3.17), we obtain

D (fmv) = gmv . (3.18)

Since s = max {deg Φ− 2, deg Ψ− 1}, then either deg Φ = s + 2, or else
deg Φ < s + 2 and deg Ψ = s + 1. In the first situation, the polynomial
appearing in the left-hand side of (3.14) has degree (`+ 1)k+m, hence from
the right-hand side of (3.14) we deduce deg fm = ` + 1 ≥ 2. In the second
situation, the polynomial appearing in the left-hand side of (3.16) has degree
`k+m, hence deg gm = ` ≥ 1. We conclude that, in any situation, at least one
of the polynomials fm or gm is different from zero. Thus, since v is regular
and fulfills (3.18), it follows from Proposition 2.1 that v is semiclassical (being
both fm and gm different from zero, and deg gm ≥ 1). It remains to prove
that the class s̃ of v satisfies s̃ ≤ b s/k c. Notice first that

m+ k deg fm ≤ max
0≤j≤k−1

{j + k deg fj} = deg {π′k θm xp Φ } ≤ (`+ 1)k +m ,
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where the equality is due to (3.14) and the last inequality holds since p =
`k − 1− s and deg Φ ≤ s+ 2, hence deg fm ≤ `+ 1. In the same way, using
(3.16), we deduce

m+ k deg gm ≤ deg
{
xp−1 (x θmΨ + (2x θ′m + p θm) Φ)

}
≤ `k +m ,

so deg gm ≤ `. But, taking into account the conclusions obtained in the
discussion above involving the two possible situations (concerning the degrees
of Φ and Ψ), at least one of the equalities deg fm = `+1 or deg gm = ` holds.
Therefore,

max {deg fm − 2, deg gm − 1} = `− 1 = b s/k c , (3.19)

and so from (3.18) we obtain s̃ ≤ max {deg fm − 2, deg gm − 1} = b s/k c .

(ii) Assume now that {qn}n≥0 is semiclassical of class s̃. Then the associ-
ated formal Stieltjes series, Sv(z) := −

∑∞
n=0 vnz

−n−1, satisfies the (formal)
ordinary linear differential equation of the first order

Φ̃(z)S ′v(z) = C̃(z)Sv(z) + D̃(z) , (3.20)

with Φ̃, C̃, and D̃ co-prime polynomials, Φ̃ nonzero, and s̃ = max{deg C̃ −
1, deg D̃}. From Lemma 3.3, we may write

Sv(πk(z)) =
v0θm(z)Su(z) + A(z)

B(z)
, (3.21)

where A := u0v0∆0(2,m−1, ·) and B := u0κmηk−1−m, being κm :=
∏m

j=1 a
(j)
0 .

In (3.20) replacing z by πk(z) and taking into account (3.21), after some
computations we see that Su(z) satisfies

Φ0(z)S ′u(z) = C0(z)Su(z) +D0(z),

where

Φ0 := v0Bθ
2
mσπk[Φ̃] ,

C0 := v0

(
σπk[Φ̃]C2 + σπk[C̃]C3

)
θm ,

D0 :=
(
σπk[Φ̃]C1 + σπk[D̃]C3

)
B +

(
σπk[C̃]C3 + σπk[Φ̃]C2

)
A ,

being C1 := Aθ′m − A′θm, C2 := B′θm − Bθ′m, and C3 := Bθmπ
′
k. Using the

definitions of A and B, one easily see that the polynomial κmθm is a common
factor of the polynomials Φ0, C0 and D0. Therefore, Su(z) fulfills

Φ1(z)S ′u(z) = C1(z)Su(z) +D1(z) , (3.22)



16 K. CASTILLO, M. N. DE JESUS AND J. PETRONILHO

where the polynomials Φ1, C1, and D1 are given explicitly by

Φ1 := v0θmηk−1−mσπk[Φ̃] ,

C1 := v0

(
η′k−1−mθm − v0θ

′
mηk−1−mσπk[Φ̃] + ηk−1−mθmπ

′
kσπk[C̃]

)
,

D1 := u0v0

(
∆0(2,m− 1, ·)η′k−1−m −∆′0(2,m− 1, ·)ηk−1−m

)
σπk[Φ̃]

+u0

(
κmηk−1−mσπk[D̃] + v0∆0(2,m− 1, ·)σπk[C̃]

)
ηk−1−mπ

′
k .

(3.23)
It follows that u is a semiclassical functional. Let us prove that the class s
of u satisfies s ≤ (s̃+ 3)k − 3. Indeed, we have

degC1 ≤ max{k − 2 + k deg Φ̃, 2(k − 1) + k deg C̃} ≤ k(s̃+ 3)− 2 ,

degD1 ≤ max{k − 3 + k deg Φ̃, 2k − 3 + k deg C̃} ≤ k(s̃+ 3)− 3 .

Therefore, s ≤ max {degC1 − 1, degD1} ≤ (s̃+ 3)k − 3.

Corollary 3.1. Under the hypothesis of Theorem 3.1, if {pn}n≥0 is a semi-
classical OPS of class s ≤ k− 1, then {qn}n≥0 is necessarily a classical OPS.

Proof : It is an immediate consequence of part (i) in Theorem 3.1.

Corollary 3.2. Under the hypothesis of Theorem 3.1, let u and v be the
regular functionals with respect to which {pn}n≥0 and {qn}n≥0 are orthogonal,

respectively. If there exists nonzero polynomials Φ̃ and Ψ̃ such that D(Φ̃v) =

Ψ̃v, with deg Ψ̃ ≥ 1, then u fulfills D(Φu) = Ψu, with

Φ := θmηk−1−mσπk[Φ̃] , Ψ := 2 η′k−1−mθmσπk[Φ̃] + ηk−1−mθmσπk[Ψ̃]π′k .

Proof : The assertion follows immediately from (3.23) in the proof of Theorem
3.1, and taking into account the relation Ψ = Φ′ + C1 .

Remarks 3.1. For the particular case k = 3, part (ii) in Theorem 3.1 recov-
ers [16, Corollary 2.4]. The case k = 2 has been studied in detail in [14, 15].

4. Semiclassical OP of class at most 2 via cubic trans-
formations

The results contained in [28], for cubic transformations (being therein k = 3
and m = 0), may be deduced using the general results proved in the previous
section. Indeed, in [28] the authors considered the problem of determin-
ing all the semiclassical monic OPS of class 1, {pn}n≥0, such that a cubic
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decomposition as

p3n(x) = qn(x
3 + qx+ r) , n = 0, 1, 2, . . . (4.1)

holds, being {qn}n≥0 a monic OPS and q, r ∈ C. They proved [28, Proposition
4.2] that such property is fulfilled only if {qn}n≥0 coincides with some specific
family of classical OPS (being special cases of Jacobi polynomials, up to affine
changes of the variable). It is clear from Corollary 3.1 that only classical
OPS {qn}n≥0 may appear as solutions of such problem. Moreover, we see
immediately that if we consider the analogous problem demanding {pn}n≥0

to be semiclassical of class 2, then again only classical OPS {qn}n≥0 may
appear fulfilling such transformation. Thus, the following problem arises:

Problem (P). Determine all monic OPS {qn}n≥0 and all cubic polynomials
π3(x) ≡ x3 + qx + r such that a semiclassical monic OPS {pn}n≥0 of class
s ≤ 2 exists fulfilling (4.1). In addition, find explicitly the polynomials Φ and
Ψ appearing in the canonical distributional equation D(Φu) = Ψu satisfied
by the functional u with respect to which {pn}n≥0 is an OPS (thus describing
all such OPS).

4.1. Solution to Problem (P). The solution for Problem (P) is given
in Tables 3 and 4, up to affine changes of the variable. In these tables we
assume implicitly the conditions on the parameters α and β given in Table
1, ensuring the regularity of the Jacobi or Laguerre functionals in each case.
Moreover, in cases (18), (19), (22), (23), and (24), there are some additional
regularity conditions, R18, R19, R22, R23, and R24. Their meaning is:

R18 : P
(α,−1/3)
n

(
− 1− τ 3

)
6= 0 , P

(α,−1/3)∗
n

(
− 1;−1− τ 3

)
6= 0 , n ≥ 1 ;

R19 : P
(−1/3,β)
n (1− τ 3) 6= 0 ; P

(−1/3,β)∗
n

(
1; 1− τ 3

)
6= 0 , n ≥ 1 ,

R22 : P
(α,−1/2)
n

(
d3 − 3cd

2

)
6= 0 , P

(α,−1/2)∗
n

(
− 1; d3 − 3cd

2

)
6= 0 , n ≥ 1 ;

R23 : P
(−1/2,β)
n

(
d3 − 3cd

2

)
6= 0 , P

(−1/2,β)∗
n

(
1; d3 − 3cd

2

)
6= 0 , n ≥ 1 ;

R24 : L
(−1/3)
n

(
− τ 3

)
6= 0 , L

(−1/3)∗
n

(
0;−τ 3

)
6= 0 , n ≥ 1 ,

where P ∗n(κ; ·) is the kernel polynomial of K−parameter κ, given by [8, p. 35]

P ∗n(κ;x) :=
1

x− κ

(
Pn+1(x)− Pn+1(κ)

Pn(κ)
Pn(x)

)
, n ≥ 0 .

The need of such conditions is justified by [16, Theorem 2.1].



18 K. CASTILLO, M. N. DE JESUS AND J. PETRONILHO

C
as

e
s

q n
(x

)
π
3
(x

)
=
x
3

+
qx

+
r

b(
0
)

0
a
(1

)
0

C
o
n

st
ra

in
ts

(1
)

0
T̂
n

x
3
−

3
c 2
x

0
c

c3
=

2

(2
)

1
P̂

(α
,−

1
/
2
)

n
x
3
−

3
c 2
x

0
c

c3
=

2
,
α
6=
−

1 2

(3
)

P̂
(−

1
/
2
,β

)
n

x
3
−

3
c 2
x

0
c

c3
=

2
,
β
6=
−

1 2

(4
)

P̂
(α
,−

1
/
2
)

n
x
3
−

3
c 2
x

−
3c

−
1

−
2
c

c3
=

2

(5
)

P̂
(−

1
/
2
,β

)
n

x
3
−

3
c 2
x

3c
−
1

−
2
c

c3
=

2

(6
)

P̂
(α
,−

1
/
3
)

n
x
3
−

1
−
c

−
2
c−

1
c3

=
2

(7
)

P̂
(−

1
/
3
,β

)
n

x
3

+
1

c
−

2
c−

1
c3

=
2

(8
)

2
P̂

(α
,β

)
n

x
3
−

3
c 2
x

0
−
c 2

c3
=

2

(9
)

P̂
(α
,β

)
n

x
3
−

3
c 2
x

−
3c

−
1

−
2
c

c3
=

2
,
β
6=
−

1 2

(1
0)

P̂
(α
,β

)
n

x
3
−

3
c 2
x

3c
−
1

−
2
c

c3
=

2
,
α
6=
−

1 2

(1
1)

P̂
(α
,β

)
n

x
3
−

3
c 2
x

0
c

c3
=

2
,
α
6=
−

1 2
,
β
6=
−

1 2

(1
2)

P̂
(α
,β

)
n

x
3
−

3
c 2
x

−
4c

−
1

−
9
c 2

c3
=

2

(1
3)

P̂
(α
,β

)
n

x
3
−

3
c 2
x

4c
−
1

−
9
c 2

c3
=

2

(1
4)

P̂
(α
,β

)
n

x
3
−

1
−
c

−
2
c−

1
c3

=
2
,
β
6=
−

1 3

(1
5)

P̂
(α
,β

)
n

x
3

+
1

c
−

2
c−

1
c3

=
2
,
α
6=
−

1 3

(1
6)

P̂
(α
,β

)
n

x
3
−

1
−

2c
−

6
c−

1
c3

=
2

(1
7)

P̂
(α
,β

)
n

x
3

+
1

2c
−

6
c−

1
c3

=
2

(1
8)

P̂
(α
,−

1
/
3
)

n
x
3
−

1
−
τ

−
τ
2

τ
6=

0
,
τ
3
6=

2
,

R
1
8

(1
9)

P̂
(−

1
/
3
,β

)
n

x
3

+
1

τ
−
τ
2

τ
6=

0
,
τ
3
6=

2
,

R
1
9

(2
0)

P̂
(α
,−

1
/
2
)

n
x
3
−

3
b2
x

+
2
b3
−

1
−

(a
+
b)

2
(b
−
a
)−

1
(a

+
2
b)

(a
−
b)

2
=

2
,
a
6=
−
b
,
a
6=

2b

(2
1)

P̂
(−

1
/
2
,β

)
n

x
3
−

3
b2
x
−

2b
3

+
1

a
+
b

2
(b
−
a
)−

1
(a

+
2
b)

(a
−
b)

2
=

2
,
a
6=
−
b
,
a
6=

2b

(2
2)

P̂
(α
,−

1
/
2
)

n
x
3
−

3
c 2
x

−
(c

−
1

+
d
)

(2
c−

1
+
d
)(
c−

1
−
d
)

c3
=

2
,
d
3
−

3
c
d

2
6=

1
,
d
6=
c−

1
,
d
6=
−

2c
−
1
,

R
2
2

(2
3)

P̂
(−

1
/
2
,β

)
n

x
3
−

3
c 2
x

c−
1

+
d

(2
c−

1
+
d
)(
c−

1
−
d
)

c3
=

2
,
d
3
−

3
c
d

2
6=

1
,
d
6=
c−

1
,
d
6=
−

2c
−
1
,

R
2
3

(2
4)

L̂
(−

1
/
3
)

n
x
3

τ
−
τ
2

τ
6=

0
,

R
2
4

T
a
b
l
e

3
.

D
es

cr
ip

ti
on

of
th

e
m

on
ic

O
P

S
{q

n
} n

≥
0

an
d

th
e

cu
b
ic

p
ol

y
n
om

ia
ls
π
3
(x

)
fo

r
al

l
p

os
si

b
le

se
m

i-
cl

as
si

ca
l

O
P

S
{p

n
} n

≥
0

of
cl

as
s
s
≤

2
ob

ta
in

ed
v
ia

a
cu

b
ic

tr
an

sf
or

m
at

io
n

su
ch

th
at
p 3

n
(x

)
=
q n

(π
3
(x

))
fo

r
al

l
n
≥

0.
T

h
is

p
ol

y
n
om

ia
l

m
ap

p
in

g
d
ep

en
d
s

on
th

e
ch

oi
ce

of
th

e
p
ar

am
et

er
s
a
,
b,
c,
d
,

an
d
τ
,

w
h
ic

h
m

ay
b

e
ch

os
en

ar
b
it

ra
ri

ly
in

C
su

b
je

ct
to

th
e

gi
ve

n
co

n
st

ra
in

ts
.



ON SEMICLASSICAL OP VIA POLYNOMIAL MAPPINGS 19

C
as

e
Φ

Ψ

(1
)

x
2
−

2
c

x

(2
)

(x
2
−

2c
)(
x

+
c−

1
)

α
3
,7
x
2

+
c−

1
α
3
,5
x
−
cα

3
,7

(3
)

(x
2
−

2c
)(
x
−
c−

1
)

β
3
,7
x
2
−
c−

1
β
3
,5
x
−
cβ

3
,7

(4
)

(x
2
−

2c
)(
x

+
c−

1
)

α
3
,7
x
2

+
c−

1
α
3
,1
1
x
−
cα

3
,1

(5
)

(x
2
−

2c
)(
x
−
c−

1
)

β
3
,7
x
2
−
c−

1
β
3
,1
1
x
−
cβ

3
,1

(6
)

x
3
−

2
α
3
,8
x
2

+
cx

+
2
c−

1

(7
)

x
3

+
2

β
3
,8
x
2
−
cx

+
2
c−

1

(8
)

( x2 −
c 2

) (x
2
−

2c
)

3
(α

1
,2

+
β
1
,2

)x
3
−

3
c 2
(α

3
,4

+
β
3
,4

)x
+

3
(α

1
,0
−
β
1
,0

)

(9
)

( x2 −
c 2

) (x
2
−

2c
)

3
(α

1
,2

+
β
1
,2

)x
3

+
3
c−

1
x
2
−

3
c 2
(α

3
,5

+
β
3
,5

)x
+

3
(α

1
,0
−
β
1
,2

)

(1
0)

( x2 −
c 2

) (x
2
−

2c
)

3
(α

1
,2

+
β
1
,2

)x
3
−

3c
−
1
x
2
−

3
c 2
(α

3
,5

+
β
3
,5

)x
+

3
(α

1
,2
−
β
1
,0

)

(1
1)

( x2 −
c 2

) (x
2
−

2c
)

3
(α

1
,2

+
β
1
,2

)x
3
−

9
c 2
(α

1
,2

+
β
1
,2

)x
+

3
(α

1
,0
−
β
1
,0

)

(1
2)

( x2 −
c 2

) (x
2
−

2c
)

3
(α

1
,2

+
β
1
,2

)x
3

+
4
c−

1
x
2
−

3
c 2
(α

3
,4

+
β
3
,4

)x
+
α
3
,0
−
β
3
,4

(1
3)

( x2 −
c 2

) (x
2
−

2c
)

3
(α

1
,2

+
β
1
,2

)x
3
−

4c
−
1
x
2
−

3
c 2
(α

3
,4

+
β
3
,4

)x
+
α
3
,4
−
β
3
,0

(1
4)

x
(x

3
−

2)
3
(α

1
,2

+
β
1
,2

)x
3

+
cx

2
+

2
c−

1
x
−

2
β
3
,4

(1
5)

x
(x

3
+

2)
3
(α

1
,2

+
β
1
,2

)x
3
−
cx

2
+

2
c−

1
x

+
2
α
3
,4

(1
6)

x
(x

3
−

2)
3
(α

1
,2

+
β
1
,2

)x
3

+
2
cx

2
+

4
c−

1
x
−

2
β
3
,2

(1
7)

x
(x

3
+

2)
3
(α

1
,2

+
β
1
,2

)x
3
−

2c
x
2

+
4
c−

1
x

+
2
α
3
,2

(1
8)

(x
−
τ
)(
x
3
−

2)
α
3
,1
0
x
3
−

3τ
α
1
,2
x
2
−

4

(1
9)

(x
+
τ
)(
x
3

+
2)

β
3
,1
0
x
3

+
3
τ
β
1
,2
x
2

+
4

(2
0)

(x
−
a
)(
x

+
2
b)

(x
2

+
a
x

+
a
2
−

3b
2
)

3
α
1
,3
x
3

+
(2
bα

3
,8

+
a
)x

2
−

(3
b2
α
1
,5
−

2a
b
−
a
2
)x
−
b3
α
6
,2
2

+
2
ba

2
−

1

(2
1)

(x
+
a
)(
x
−

2b
)(
x
2
−
a
x

+
a
2
−

3b
2
)

3β
1
,3
x
3
−

(2
bβ

3
,8

+
a
)x

2
−

(3
b2
β
1
,5
−

2a
b
−
a
2
)x

+
b3
β
6
,2
2
−

2b
a
2

+
1

(2
2)

(x
−
d
)(
x

+
c−

1
)(
x
2
−

2c
)

3α
1
,3
x
3
−
( dα 3

,5
−

3c
−
1
α
1
,3

) x2 −
( cα 3

,1
1

+
c−

1
d
α
3
,5

) x+
3
cd
α
1
,1
−

4

(2
3)

(x
+
d
)(
x
−
c−

1
)(
x
2
−

2c
)

3β
1
,3
x
3

+
( dβ 3

,5
−

3c
−
1
β
1
,3

) x2 −
( cβ 3,

1
1

+
c−

1
d
β
3
,5

) x−
3c
d
β
1
,1

+
4

(2
4)

x
+
τ

−
3x

3
−

3τ
x
2

+
2

T
a
b
l
e

4
.

T
h
e

p
ol

y
n
om

ia
ls

Φ
an

d
Ψ

ap
p

ea
ri

n
g

in
th

e
ca

n
on

ic
al

d
is

tr
ib

u
ti

on
al

d
iff

er
en

ti
al

eq
u
at

io
n

D
(Φ

u
)

=
Ψ
u

sa
ti

sfi
ed

b
y

th
e

fu
n
ct

io
n
al

u
w

it
h

re
sp

ec
t

to
w

h
ic

h
{p

n
} n

≥
0

is
an

O
P

S
,

in
ac

co
rd

an
ce

w
it

h
ea

ch
ca

se
d
es

cr
ib

ed
in

T
ab

le
3.

F
or

si
m

p
li
ci

ty
,

w
e

w
ri

te
α
j,
n

:=
jα

+
n
/2

an
d
β
j,
n

:=
jβ

+
n
/2

,
w

h
er

e
α

an
d

β
ar

e
th

e
p
ar

am
et

er
s

in
th

e
d
efi

n
it

io
n

of
th

e
J
ac

ob
i

p
ol

y
n
om

ia
ls

.



20 K. CASTILLO, M. N. DE JESUS AND J. PETRONILHO

Before explaining how Tables 3 and 4 may be constructed, we point out
some special cases described therein.

(i) For s = 0 we see that there is only one solution to Problem (P), allowing
us to recover a well known relation involving Chebyshev polynomials of the
first kind:

T3n(x) = Tn(T3(x)) , n = 0, 1, 2, . . . , (4.2)

being Tn(x) := cos(nθ), x = cos θ, 0 ≤ θ < π. Indeed, denoting by T̂n the

monic Chebyshev polynomial of degree n, so that T̂n(x) = 21−nTn(x), on the
first hand, from case (1) in Table 3 we have

p3n(x) = T̂n
(
x3 − 3c

2 x
)
, n = 0, 1, 2, . . . ,

where c3 = 2; hence, making the (affine) change of variables y = c
2 x, we

obtain

p3n

(
2y
c

)
= T̂n

(
4y3 − 3y

)
= 21−nTn

(
T3(y)

)
, n = 0, 1, 2, . . . . (4.3)

On the other hand, from case (1) in Table 4, D
(
(x2 − 2c)u

)
= xu, and so

u is classical. Therefore, defining û := hc/2 u, i.e., 〈û, xn〉 := (c/2)n〈u, xn〉,
n ≥ 0, by using standard arguments we see that D

(
(1−x2)û

)
= −xû, hence

from Table 1 (for α = β = −1
2) we conclude that the monic OPS with respect

to û is {T̂n}n≥0. Thus, we deduce

pn(x) =
(

2
c

)n
T̂n

(
cx
2

)
, n = 0, 1, 2, . . . .

Therefore,

p3n

(
2y
c

)
=
(

2
c

)3n

T̂3n(y) = 21−nT3n(y) , n = 0, 1, 2, . . . . (4.4)

Combining (4.3) and (4.4) we obtain (4.2).
(ii) For s = 1, we point out that cases (3), (5), and (7) in Tables 3 and 4

recover [28, Proposition 4.2], up to appropriate affine changes of the variables.
Moreover, it is worth mentioning that cases (2), (4), and (6) were missed in
[28]. We also remark that the definition considered here (in concordance with
the classical literature) for Jacobi polynomials (cf. Table 1) differs from the
one used in [28], since the roles of α and β are interchanged. Next we explain
why case (3) indeed corresponds (up to an affine change of the variables) to
one of the three cases presented in [28, Proposition 4.2]. A similar analysis
may be done for cases (5) and (7), giving the other two cases appearing in [28,
Proposition 4.2]. From case (3) in Table 3 we have c3 = 2 and q = −3c/2 6= 0.
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Therefore, setting µq := −c−1, it follows that µ2
q = −q/3 and so, from Table

4, we obtain

Φ(x) =
(
x2 + 4q

3

)
(x+ µq) , Ψ(x) = 1

2

(
(6β + 7)(x2 + 2q/3) + µq(6β + 5)x

)
,

which agree with the polynomials appearing in formula [28, (4.22)].
(iii) Finally, for s = 2, we point out that all but one of the possible families
{qn}n≥0 must be a Jacobi OPS (up to affine changes of the variables), being
the non-Jacobi family a Laguerre OPS with parameter α = −1/3.

4.2. Construction of Tables 3 and 4. Here we briefly describe how we
have constructed Tables 3 and 4. We will consider only two illustrative cases.
All the other ones may be handled similarly. We start by noticing that by
assumption {pn}n≥0 is semiclassical of class s ≤ 2, and (4.1) corresponds to a
polynomial mapping obtained via a polynomial π3(x) of degree k = 3. Thus,
it follows from Corollary 3.1 that {qn}n≥0 is a classical monic OPS, hence (up
to an affine change of variables) it is one of the families of Hermite, Laguerre,
Bessel, or Jacobi, described by the canonical representations appearing in
Table 1. So we only need to analyze separately these four possible cases.
Before performing this analysis, it is useful to notice that (since k = 3 and
m = 0) from the general expressions for ηk−m−1 and πk appearing in Theorem

2.1 one obtains η2(x) = ∆0(2, 2) = x2−
(
b

(1)
0 + b

(2)
0

)
x+ b

(1)
0 b

(2)
0 − a

(2)
0 = p

(1)
2 (x)

and π3(x) = ∆0(1, 2) + r0 = x3 + px2 + qx+ r, where

p := −
(
b

(0)
0 + b

(1)
0 + b

(2)
0

)
, q := b

(1)
0 b

(2)
0 + b

(0)
0 (b

(1)
0 + b

(2)
0 )− a(1)

0 − a
(2)
0 ,

r := −b(0)
0

(
b

(1)
0 b

(2)
0 − a

(2)
0

)
+ a

(1)
0 b

(2)
0 + r0 .

(4.5)
According to (4.1), we have p = 0 and so, setting

τ := b
(0)
0 , kτ := a

(1)
0 + τ 2 ,

after simple computations we obtain

π3(x) = x3 + qx+ r , η2(x) = x2 + τx+ q + kτ = p
(1)
2 (x) . (4.6)

Let {qn}n≥0 be a classical OP. Since {pn}n≥0 fulfils the cubic decomposition
(4.1), it follows from the proof of Theorem 3.1 that its Stieltjes formal series,
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Su(z), satisfies (3.22) with

Φ1 := v0η2σπ3[Φ̃] ,

C1 := v0

(
η′2σπk[Φ̃] + η2π

′
3σπ3[C̃]

)
,

D1 := u0η
2
2σπ3[D̃]π′3 ,

(4.7)

where the polynomials Φ̃, C̃ and D̃ are those appearing in Tables 1 and 2.

Therefore, as a first illustrative example, let {qn}n≥0 be the monic OPS
of Hermite. We will show that s ≥ 4, hence Hermite polynomials cannot
contribute with solutions to Problem (P). Indeed, writing η2(x) = (x−a)(x−
b), it follows from (4.7) that

Φ1(x) = v0(x− a)(x− b) ,
C1(x) = v0 (2x− a− b− 2(x− a)(x− b)π′3(x)π3(x)) ,

D1(x) = −2u0v0(x− a)2(x− b)2π′3(x) .

Thus, since Φ1, C1, and D1 may have at most two common zeros, we obtain

s ≥ max{degC1 − 1, degD1} − 2 ≥ 4 .

As a second illustrative example, let {qn}n≥0 be the monic OPS of Jacobi.

Thus, we start with qn(x) = P̂
(α,β)
n (x), for arbitrary parameters α and β, and

our goal is to determine which of these parameters contribute with solutions
to Problem (P). We will show only how to obtain the solution described in
case (13) appearing in Tables 3 and 4. Suppose that η2(x) = (x−a)2, i.e., we
are seeking for solutions such that η2 has a double zero. By (4.7), v0(x− a)
is a common factor of Φ1, C1, and D1. Dividing these three polynomials by
this factor gives (for simplicity, we still use Φ1, C1, and D1, although in fact
these are the polynomials obtained by dividing the above polynomials by the
common factor)

Φ1(x) := (x− a)(1− π2
3(x)) ,

C1(x) := 2(1− π2
3(x))− [(α + β)π3(x) + α− β] (x− a)π′3(x) ,

D1(x) := −u0(α + β + 1)(x− a)3π′3(x) .

(4.8)

Now, we see that if the conditions π3(a) 6= −1 and π3(a) 6= 1 hold, then
a cannot be a common zero of Φ1, C1 and D1, hence, since (x − a)3 is a
factor of D1, we conclude that, in this case, s ≥ 3, and so no solutions for
Problem (P) can be obtained under such conditions. Suppose π3(a) = −1.
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Then 1 + π3(x) = (x− a)(x2 + ax+ q + a2). Therefore, the polynomials Φ1,
C1, and D1 given by (4.8) have x − a as a common factor, and so dividing
these polynomials by x− a we obtain

Φ1(x) := (x− a)(x2 + ax+ q + a2)(1− π3(x)) ,

C1(x) := 2(x2 + ax+ q + a2)(1− π3(x))− [(α + β)π3(x) + α− β] π′3(x) ,

D1(x) := −u0(α + β + 1)(x− a)2π′3(x) .
(4.9)

Since π′3(a) = −a(1)
0 6= 0, then C1(a) = 2(2 + β)π′3(a) 6= 0. Let x0 be

a zero of π′3, so that π′3(x0) = 0. Since the zeros of π′3 are symmetric, then
π′3(x) = 3(x−x0)(x+x0). If Φ1(x0) 6= 0 then Φ1, C1, and D1 have no common
zeros, hence, since degD1 = 4, we have s = 4. Otherwise, if Φ1(x0) = 0 then
π3(x0) = −1 or π3(x0) = 1. Suppose that π3(x0) = −1. Then 1 + π3(x) can
be factorized as

1 + π3(x) = (x− a)(x− x0)(x+ a+ x0) . (4.10)

Thus, the polynomials Φ1, C1, and D1 given by (4.9) have x−x0 as a common
factor, and dividing these polynomials by x− x0 we obtain

Φ1(x) := (x− a)(x+ a+ x0)(1− π3(x)) ,

C1(x) := 2(x+ a+ x0)(1− π3(x))− 3 [(α + β)π3(x) + α− β] (x+ x0) ,

D1(x) := −3u0(α + β + 1)(x− a)2(x+ x0) .
(4.11)

If Φ1(−x0) 6= 0 then Φ1, C1, and D1 have no common factors, hence s = 3.
On the other hand, if Φ1(−x0) = 0, then π3(−x0) = 1 (because x0 = −a or
a = 0 cannot hold, since π′(a) 6= 0), and so, in this situation,

1− π3(x) = −(x+ x0)(x
2 − x0x+ q + x2

0) . (4.12)

Then we see that −(x + x0) is a common factor of the polynomials Φ1, C1,
and D1 in (4.11). Thus, dividing these polynomials by −(x+ x0) we obtain

Φ1(x) := (x− a)(x+ a+ x0)(x
2 − x0x+ q + x2

0) ,

C1(x) := 2(x+ a+ x0)(x
2 − x0x+ q + x2

0) + 3 [(α + β)π3(x) + α− β] ,

D1(x) := 3u0(α + β + 1)(x− a)2 .
(4.13)

Since C1(a) 6= 0 we may conclude that Φ1, C1, and D1 given by (4.13) does
not share zeros. Therefore, since degD1 = 2, we arrive at s = 2. Thus, this
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gives a solution for Problem (P), namely that one appearing as case (13) in
Tables 3 and 4. Indeed, from (4.10) and (4.12) we deduce that π3 admits the
representations

π3(x) = x3 − (a2 + ax0 + x2
0)x+ a2x0 + ax2

0 − 1 = x3 + qx+ qx0 + x3
0 + 1 .

Comparing the coefficients of x we have q = −a2 − ax0 − x2
0. Since π′3(x0) =

3x2
0 + q = 0, we also have q = −3x2

0. Therefore 2x2
0 − ax0 − a2 = 0, i.e.,

(2x0+a)(x0−a) = 0. Thus, since a 6= x0 (because a = x0 would imply π′3(a) =
0) we conclude that x0 = −a/2. Using this relation and by comparison of
the independent terms in the above equations for π3(x), we deduce x3

0 = 1/2.
Therefore,

x0 = −a
2

= c−1 , (4.14)

being c chosen so that c3 = 2. By (4.6) we have a = −τ/2, hence we deduce

b
(0)
0 = τ = 4c−1 , a

(1)
0 = 7x2

0 − τ 2 = −9c

2
, π3(x) = x3 − 3c

2
x .

This gives case (13) appearing in Table 3. On the other hand, by (4.13) and
taking into account that Ψ(x) = Φ′(x) + C1(x), we obtain

Φ1(x) =
(
x+ 2c−1

) (
x− c−1

) (
x2 − c−1x− c

)
=
(
x2 − c

2

) (
x2 − 2c

)
Ψ1(x) = 3(α + β + 2)x3 − 4c−1x2 − 3c

2 (3α + 3β + 4)− 3β + 3α + 2 ,

giving case (13) appearing in Table 4. Finally, we notice that in this case the
regularity condition required in [16, Theorem 2.1] are fulfilled, since, using
the notation appearing in [16], c1 = c2 = π3(a) = 1, and so

pn
(
c1

)
= P̂ (α,β)

n (1) = 2n(1 + α)n/(1 + α + β + n)n 6= 0

and (cf. case 2 in the proof of [16, Theorem 2.1])

p∗n
(
c1; c2

)
=
a

(1)
n

a
(1)
0

pn(c1) 6= 0 .

Remarks 4.1. In the previous analysis, we started from the knowledge of
the monic OPS {qn}n≥0, and we found the corresponding monic OPS {pn}n≥0

satisfying the cubic transformation (4.1). We point out that, starting from
the knowledge of a monic OPS {pn}n≥0, e.g., as described by Tables 3 and
4, we can find the corresponding monic OPS {qn}n≥0 fulfilling (4.1), pro-
vided we know a priori that such a cubic transformation exists (indeed, this
still remains valid for general polynomial mappings). We will illustrate the
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procedure considering the monic OPS {pn}n≥0 described in case (24) ap-
pearing in Tables 3 and 4 (and so, we know that a cubic transformation

exists). In this case, by Table 3, we have b
(0)
0 = τ and a

(1)
0 = −τ 2. Since

the polynomials Φ and Ψ satisfy D(Φu) = Ψu, then 〈u,Ψ〉 = 0. By Ta-
ble 4, Ψ(x) = −3x3 − 3τx2 + 2, hence 〈u, x3 + τx2 − 2

3〉 = 0. Thus, since

p1(x) = x − τ , p2(x) = ∆0(1, 1;x) = x2 − (b
(1)
0 + τ)x + τb

(1)
0 + τ 2, and

p3(x) = π3(x) − r0 = x3 − r0, we deduce r0 = 2
3 . Taking into account (4.5)

and (4.6), we have

b
(2)
0 = r0τ

−2 = 2
3τ
−2 , b

(1)
0 = −τ − b(2)

0 = −
(
τ 3 + 2

3

)
τ−2 ,

a
(2)
0 = b

(1)
0 b

(2)
0 = −

(
2
3τ

3 + 4
9

)
τ−4 .

Therefore, using (3.14) and (3.16) with k = 3 and m = p = 0 (notice that
while proving (3.14) and (3.16) we considered p ≥ 1; nevertheless by direct
inspection we see that the formulas are valid whenever p = 0), we obtain

π′3(x)Φ(x) = 3x2(x+ τ) = 3π3(x)p0(x)− 2
τ p1(x) + 3τp2(x)

Ψ(x) = −3x3 − 3τx2 + 2 = (2− 3π3(x)) p0(x) + 2
τ p1(x)− 3τp2(x) ,

hence f0(x) = 3x and g0(x) = 2 − 3x, being f0 and g0 the polynomials
appearing in (3.18). Thus v fulfils

D(xv) =
(

2
3 − x

)
v ,

hence, by Table 1, qn = L
(−1/3)
n . This agrees with line (24) in Table 3.
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orthogonaux semiclassiques, In: Brezinski, C. et al. (eds.), Orthogonal Polynomials and Their
Applications, Proc. Erice 1990, IMACS, Ann. Comp. App. Math. 9 (1991) 95–130.

[22] J. C. Medem, A family of singular semi-classical functionals, Indag. Math. 13 (2002) 351–362.
[23] F. Peherstorfer, Inverse images of polynomial mappings and polynomials orthogonal on them,

J. Comput. Appl. Math. 153 (2003) 371–385.
[24] J. Petronilho, Topological aspects in the theory of orthogonal polynomials and an inverse prob-

lem, In: Bento, A. et al. (eds.), Proceedings of the Workshop on Analysis, The J. A. Sampaio
Martins Anniversary Volume, Textos de Mat. Sér. B Univ. Coimbra 34 (2004) 91–107.

[25] J. Shohat, A differential equation for orthogonal polynomials, Duke Math. J. 5 (1939) 401–417.
[26] M. Reed, B. Simon, Methods of modern mathematical physics. I. Functional analysis. Second

edition. Academic Press, Inc. [Harcourt Brace Jovanovich, Publishers], New York (1980).
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