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ABSTRACT: In this paper a system of partial differential equations, that can be used
to describe the drug release from a biodegradable viscoelastic polymeric platform,
is studied from analytical and numerical point of view. The system is defined in
a moving boundary domain and its stability is analysed. From numerical point of
view, a numerical method is proposed and their convergence properties are estab-
lished. In the context of the drug release from biodegradable polymeric platforms,
the qualitative behaviour of the differential system is numerically illustrated.
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sion; time-varying domain; stability; convergence analysis.

1. Introduction

The drug release from a biodegradable polymeric platform in contact with
a fluid, where a solid drug is initially dispersed, is a cascade of phenomena:

(i) The fluid enters in the polymeric structure;
(ii) The dissolution of the solid drug takes place when the solid drug is in
contact with the fluid;
(iii) The dissolved drug is transported through the polymer to the exterior;
(iv) The polymeric structure degrades.

The mathematical modeling of the drug release from biodegradable or non-
biodegradable polymeric platforms has been object of intense research during
the last years. Without being exhaustive we mention the papers [1], [2],
8], [9], [10], [11], [17], [18] and [19]. Viscoelastic polymeric platforms were
considered in [8], [9], [10] and [11] where the non-Fickian entrance of the
fluid in the viscoelastic polymeric platforms is combined with the dissolution
process of the solid drug and the diffusion transport of the dissolved drug.

In what concerns the polymeric degradation, it can be one of the two types:
surface or bulk (Figure 1) ([4], [14], [17], [18], [19]). Bulk degradation occurs
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when the degradation is slower than the water uptake. The entirely sys-
tem is rapidly hydrated and polymer chains are cleaved through all polymer
structure. Surface degradation occurs when the degradation is faster than
the entrance of water in the system. The break of polymer chains occurs
mainly in the outermost polymer layer. In this case, the domain changes in
time that introduces new challenges in the mathematical description of the
cascade of phenomena.
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FIGURE 1. Bulk erosion (A) and surface erosion (B) (http :
/ /openi.nlm.nih.gov/imgs/512/203/3124394/3124394,jn — 6 —
877f3.png)

In [18], Rothstein et al. propose a system of partial differential equations to
describe the drug release from a biodegradable polymeric matrix considering
the Fickian entrance of the fluid in the structure, the evolution of the molec-
ular weight due to the polymeric degradation that occurs due to hydrolysis
reactions, the dissolution of the solid drug and the transport of the dissolved
drug.

In [1], the non-Fickian drug transport through a biodegradable viscoelastic
polymeric platform is studied combining the molecular weight evolution due
to the degradation process ([18]) with the non-Fickian drug transport due
to the viscoelastic nature of the polymeric matrix. Here, it is assumed that
the fluid is in equilibrium, the drug is completely dissolved and the polymer
presents bulk degradation (the spatial domain is fixed).

The aim of this work is to study a system of nonlinear partial differential
equations defined in a two-dimensional moving boundary domain that can be
used to describe the drug release from a biodegradable viscoelastic polymeric
platform, where a solid drug is initially dispersed, involving the cascade of
phenomena (i)-(iv): the non-Fickian fluid uptake, the dissolution of the solid
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drug, the transport of the dissolved drug through the relaxed polymer, the
surface degradation of the polymer. We assume that the erosion is due to
hydrolysis reactions that lead to the reduction in time of the polymeric struc-
ture. We also assume that the mechanical characteristics of polymer chains,
the Young modulus and the viscosity, depend on the polymeric molecular
weight ([15], [20]). Moreover, we follow [6] to specify the moving boundary
velocity considering that it depends on the fluid mass flux. The differential
system is completed with convenient initial and boundary conditions and we
remark that to the best of our knowledge, this system of partial differential
equations was not yet object of any mathematical study. We analyse the sta-
bility of the moving boundary non-linear initial boundary value problem and
we propose a numerical method that will be used to illustrate the qualita-
tive behaviour of the fluid, solid and dissolved drug concentrations as well as
the moving front of the domain. The accuracy of the spatial discretizations
of the non-Fickian fluid uptake and the Fickian dissolved drug transport is
established.

The paper is organized as follows: the system of partial differential equa-
tions is introduced in Section 2 considering the drug release from a biodegrad-
able polymeric platform that is consequence of the cascade of phenomena de-
scribed above. The stability analysis of the initial boundary value problem
defined in a time-varying domain, that is consequence of the erosion process,
is presented in Section 3. Following Oberkampf in [16], in Section 4, the
moving boundary initial value problem is rewritten in a fix domain that is
the basis of the numerical approach followed in Section 5. In this section, an
implicit-explicit numerical scheme is proposed that is considered in Section
6 to illustrate the behaviour of the mathematical model. The convergence
analysis of the discretization of the fluid uptake and the transport of the dis-
solved drug is presented in Section 7. We observe that the uniform boundness
of the fluid approximations, that is concluded using the error estimates, has
an important role in the convergence analysis of the drug approximations.
Finally, in Section 8 we present some conclusions.

2. Mathematical model

We consider a two-dimensional biodegradable viscoelastic polymer
(—01(1),01(t)) x (—¥a(t),l2(t)) (Figure 2). We assume that initially a solid
drug is homogeneous distributed in the spatial domain and that the fluid
enters through the boundaries = +/;(t) and y = +/5(t). Consequently, it
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is reasonable to assume that the fluid distribution, the solid and dissolved
drug distributions in the spatial domain are symmetric with respect to the
origin. These assumptions allows us to replace (—£1(t), £1(t)) X (—¥a(t), l2(t))

by Q(t) = [0,41(t)] x [0,¢5(t)] which is a time-varying domain due to the
polymer surface erosion.

O (t Q(t) D01
—fl(t > L1

—0l5(t)
FIGURE 2. The two-dimensional domain

Let ¢y(x,t) denotes the fluid concentration at = € €(¢) at time t. We
consider that the fluid transport through the viscoelastic polymeric platform
is of non-Fickian type (see [10], [11])

% =V - (DyVe,)+ V- (D,No) —ke,M, x € Q(t),t € (0,7], (1)
where D,, represents the diffusion tensor of the solvent in the polymeric
matrix, D, is the viscoelastic diffusion tensor, ¢ is the stress response of the
matrix to the strain exerted by the incoming molecules of solvent, M is the
molecular weight of the polymer. In (1), —kc, M represents the rate of fluid
consumption in the hydrolysis reactions being k£ the degradation rate.

As in [18], the evolution of the molecular weight of the polymer due to
hydrolysis reactions that lead to the break of the polymer bonds is described
by
oM
ot
The mechanical behaviour of the viscoelastic polymer, which is specified pre-
scribing the functional relation between the stress o and strain ¢, is described

= —keyM, € Q(t),t € (0,7, (2)
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by

do  E(M) Oe

D s CB(M)ZS, 2 e Q) te (0,T),

S+ oape = B v €000t € (0.7
(see [3]). In the last equation, E denotes the Young modulus and p is the
viscosity that we assume depending on the molecular weight ([15, 20]). As
in [5] or in [7], we assume that € = A¢,, but we remark that other expressions
e = g(cy) were proposed in [10] and [11]. To simplify, we take A = 1. Then
the last equation is replaced by

80' E(M) aCw
—+——~F0=—-FEM)—, 2 Q(t),t € (0,T]. 3
5 T = “BONG s e te 0.1 3
The kinetics of the solid drug is described by the partial differential equation
a S k 1S
¢ = s Cs(camx - Cd)cwa YIS Q<t)7t = (07T]’ (4)
ot Cs0CamazCwout

where ¢, is the concentration of solid drug, ¢, is the concentration of dissolved
drug, k45 is the dissolution rate, ¢y is the initial concentration of solid drug,
Camz 18 maximum solubility and ¢, is the concentration of water outside of
the polymer matrix ([18]). Finally, the dissolved drug transport through the
polymer matrix is described by

8Cd
“4 = v. (DM
L = V-(D(M)Vey
kis
b I (Came — Ca)cw, x € Qt), t € (0,T], (5)
Cs0CamaCwout

where D(M) is the diffusion tensor of the dissolved drug that depends on
the molecular weight and is given by
= My—M
D(M) = Dye" %,
where Dy is diffusion tensor of the drug in the non-hydrolyzed polymer, k is
a positive constant, My is the initial polymeric molecular weight (see in [19]).
As initially we do not have any fluid in the polymer and we have only
solid drug, then the differential system (1)-(5) is completed with the initial
conditions

cw(0) = 0,0(0) = 09, M(0) = My, cs(0) = cq9,cq(0) = 0, in 2(0), (6)

where o( represents the initial stress of the molecules of polymer.
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Let J,(t) be the fluid flux
Ju(t) = —DyVey(t) — D,Va(t).

As we mentioned before, the symmetric conditions on 0€2;(t), ¢ = 1,2, are
mathematically rewritten in the following form

Vo.vw=Vey,.v=Veqv=0,2 € 00 (t) Ui (t),t e (0,7, (7)

where v is the exterior unit normal Q(t) on 0 (t) U 0Qs(t).

In what follows we assume that the fluid enters into the polymer through
to the boundary 0€Q3(t) U 0€4(t) and its entrance depends on the boundary
permeability A. and on the difference between the outside fluid concentration
cwout and the fluid concentration at the boundary, that is

Jw(t).Vi = Ac(Cw — Cwout); T &€ 8Qi+2(t),t - (O, T], (8)

where v; is the exterior unit normal to Q(¢) on 09Q;9(t), i = 1, 2.
All the dissolved drug that attains the boundaries 0Q23(t) U 0€24(t) is imme-
diately removed, that is

cg =0,z € 803(?5) U 804(t),t € (O,T] (9)

To close the initial boundary value problem (1)-(5) and (6)-(9) we need to
specify the front degradation speed. In this work we consider a condition

analogous to the one proposed by Patel in [6] for each side of the domain
Q1) -

dl; 1 €i+1(t)J p -
¥, — w t -V ) 7t 07 7.:1727 1
e ovdnare 0.1 (10)

where, 3 = x1, 3 = {1 and v; and v, denote the unitary exterior normal to
Q(t) on 003(t) and 0Qy(t), respectively, ¢t € (0,T].
The previous boundary conditions are summarized as follows:

( Vo =0,Veu.v=0,Vegr =0,x € 00 (t) Ud(t),t € (0,T],

$ Ju(t).v = Adcw — Cwour), ca =0, x € 0Q3(t) UO(t),t € (0,T], (11)

e, 1 [0 p
- = Jwt.Vi X ,tG O,T,Z':172'
Cdt () /o ) - 01
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3. Stability analysis

In order to simplify the presentation, we assume in what follows that F, u

and the diffusion coefficient D are constant. Moreover, to study the stability
of the initial boundary value problem (1)-(5), (6) and (11), an assumption
needs to be considered in the moving front velocity.
Due to surface erosion, the degradation moving front is a decreasing function
in time, then is acceptable to impose that ¢1(t) and /¢5(t) are a decreasing
functions in time and their derivatives are negative. As we imposed the
condition (10) and (8) also holds, then

dt; 1

dt L (t)
Phenomenologically, we have ¢, less than ¢, at the degradation front, and
then

liya(t)
/ Ao — Coot) dzins, t€(0,T]i= 1,2, (12)
0

_Accwout S Ac(cw(t) - Cwout) < 07
being the last inequality converted in equality only when fluid is in equilib-
rium. It is then physically acceptable to assume that ¢;(t), i = 1,2, satisfy
the following assumption:

Assumption 3.1. There exists small enough v;, © = 1,2, positive constants
such that
G(t) < =i, t € (0,T),i=1,2.

In L*(2(t)) we consider the usual inner product

(u, V)o@ = / wvdz, u,v € L*(Q(t)),
Q(1)

and the corresponding norm is denoted by ||.|q«). If I'(t) is a part of the
boundary 9€Q(t), then in L?(I'(t)) we consider the usual inner product

(u, v)r@ = /1“(15) u(s)v(s)ds, u,v € L*(I'(t)),

being ||.||r¢) the corresponding norm.
By Hy ;) (2(t)) we denote the space of functions in H'(Q(t)) null on T'(t), for
t € (0,T]. For C(t) = (cw(t), M(t),cs(t), ca(t)) we use the notation %(t) =
dcy, dM dc dey
(T, 0. 20, ZH0).
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To gain some insight on the stability behaviour of the initial value problem
(1)-(9), in what follows we study the stability of the linearization of (1)-
(5) for small and large times. In order to do that, we introduce now the
linearization of the previous problem in &,, M, é; and & which is written in
the following form

Jcy ~ ¥
é =V - (Dwvcw) + V- (DUVU) - kaM - kMCUM (13)
oM ~
T —kéy M — EMe,, (14)
80- E an
Ly Sy =_FX" 15
o1 + MO ot ( )
ey e -
or _K((Camx — €q)CuCs — CuCsCd (16)
+ és(cam:r - éd)cw>7
8Cd ~ N\~
E = V . (DVCd) -+ K((Cam:p - Cd)CwCS (17)
— Ewést + és(camx - 6d)Cw)a
kdis .
where K = is a constant.
Cs0CamaCwout

Stability for large times: In the neighborhood of the steady state solu-
tion, the molecular weight decreases and vanishes, the concentration of water
is in equilibrium being ¢, = cuou, the concentrations of solid and dissolved
drug inside of the polymeric matrix vanish. Then, the steady solution is
given by

Cow = Cowout, Ca =0, ¢s=0,M = 0. (18)
In this case, the stability of (1)-(5) and (11) can be concluded from the
stability of (13)-(17) when (18) is considered, that is

a&% =V- (DwVCw> +V- (D'UVO-) - kcwoutMax € Q(t)7t S (O?T]7 (19)
M
8(9_t = —kcyour M, x € Q(t)at € (O’T]’ <20)
E

ot ot’
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cs _ _ kais

— S Q ’ ’T’ 22

= R (t),t € (0,T] (22)
6 kis

o =V (DVe) + e, € (), € (0,T) (23)
s0

with the boundary conditions (11).

We observe that (19)-(23) with (11) is linear. Then its stability can be con-
cluded from energy estimates for the solution C(t) = (¢, (), M(t), c5(t), ca(t)).
In our analysis we use the integral representation of the stress o

E? [t & e
o(t) = — / e Ve, (s)ds — Ecy(t) + Ecy(0)e u!
K Jo

+ o(0)e w, t >0, (24)
that allows to obtain an useful equivalent representation for (19) and (21)

dcy
ot

E

t
= V- (D1Vey) + / e w9y . (DoVey(s))ds — kcyour M
0

+ Be #'V.(DyVew(0)) + e #'V.(D,Va(0)), (25)

where
E2
0(0) = Constant, D1 = D, — ED,, Dy = —D,,.
)

Then the differential problem (19)-(23) with the boundary conditions (11)
is replaced by the equivalent differential problem (20), (22), (23) and (25)
complemented with the boundary conditions

Vov =0, Ve, v=0, Vegv =0 on 0 (t) U0Qu(t),t € (0,T],
Ju(t).v = Accy, cqg =0 on 9Q3(t) U 0Q(t),t € (0,T],

de; 1 liva(t) '
%(t) = €~+1(t) /0 Jw(t)V@ dxi—i—l; t e (O,T],Z =1,2,

where the fluid mass flux J,,(t) is given by

(26)

t
Ju(t) = —=D1Ve, — DQ/O efﬁ(tfs)Vcw(s)ds,

and the initial condition

cw(0) = cyo, M(0) = My, c5(0) = 59, c4(0) = cqg, x € 2(0). (27)
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In what follows we establish an upper bound for the energy functional

E(t) = &E1(t) + E(t) + Es(t) (28)
where
)= > Ip®lae (29)
pE{cw,M,cs,cq}
E(t) = /0 (IVew(@) o) + 1Vea(®) Iyq)) a0 (30)
and

sH=% 3 / 1006) 126, 010 (31)

i=3,4 pE{Cw,M,CS}

Iné&;,i = 1,2, 3, we consider the solution of the following variational problem:
find C(t)e HY(Q(t))x (L3(2(t)))? XHéQg(t)UGQ4(t)(Q(t>>’ t € (0,T], such that

d

d—f(t) e (LX(Q(t)))",t € (0,T), and

(—de (t),01), = —(DiVeu(t), Yooy - / e E(DyVey (6), Von o df
dt ~7 ) o ’ 0 ’

- Z (Accw (t), Ul)aQi(t) - kcwout(M(t)a Ul)Q(t)
1=3,4

+ e*%tE(V - (DyVew(0)), v1)aw), Yo € H'(9(t)),
(32)

M
(S ®:02) ) = ~Feume(M (O 0y, Voo € L2Q(D), (33)
dc, ks 2
(G ®:v5) 0 = 2 (es(t), )y, Vs € L)), (34)
dcq Kais
(%(t), v4> ap — ~PVealt), Vusaw + - (es(£), va) ), (35)
Yos € Hyg,nuon (1)), (36)
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To give sense to (32) we need to impose that c,(0) € H*(Q2(t)),t € [0,T]
and conditions (27) hold in the following sense

(cw(0), w)a) = (cwo, w)a(), Yw € L*(2(0)),
(M(0), m)aw) = (Mo, m)a), Ym € L*(2(0)),
(€5(0), sa)a(0) = (€50, Sa)a0): Vsa € L*(2(0)),
(Cd(O), fd)Q(()) = (Cdo, fd)Q(O)a\V/fd S LQ(Q( ))

Taking in (32)-(35), v1 = ¢y, v2 = M,v3 = ¢; and vy = ¢4, and using the
fact that

4

la(t) o
—|—€/1(t) / g(ﬁl(t),fﬁg,t)dﬂfg + / a—i(Il,Ig,t)dfﬁldiEg,
0 Q(t)

()
g(x1, x9, t)da1dwy = Z’Q(t)/o g(x1, 0o(t), t)dxy

we easily obtain

1d
Sl — 5 3 Loa®lleu®lBn

1=3,4

= —(D1Vey(t), Veu(t)) o

t
— / 6_ﬁ(t_s)(D2v0w(9), Vcw(e))g(g)d(g
0

— 3" Adlew®) 30,0

i=3,4
+ e #'E(V - (DyVeu(0)), cu(t))am
- kcwout(M(t)acw(t))Q(t)a (37)
th\lM )Mo Zf OIM O Zaye) = —Fewout IM ()G, (38)
134
1d kdis
SellesDl — 5 3 e B =~ ey, (9)

z 3.4 s0
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and
1d
5 zzllea®) o 23245 t)llea(®)ll30, (40)
kdis
= —(DVealt), Vea(t))aw + ——(calt), es(t)),
50
where Hcd(t)H(%Qi(t) =0, for i = 3, 4.
It is easy to show that
t E
—/ e*E(t*S)(DQVcw(Q),Vcw(t))g(g)dQ < e%HVcw(t)H?” (41)
0

D2,u
: / IV eu(6)[30,d

e HE(V - (D.Vew(0), cultDae) < stz (B2V - (D.Vew(0) )
+edllen(®) g, 42)

1
kcwout(M(t)an(t)) Q1) < k2 20ut€3HCw( )H?)(t) + 4—€2|‘M(t)“?2(t)? (43)
3

Yi-2 lio(t)

lew®lan < 2 la®lBo, =34 (44)
and
(ca(t), es(t)) < =edlles(la + 7zllca® o (45)

where ¢, #0,i =1,...,4.
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Summing up (37)-(40) and taking into account that (41)-(45) we obtain

d
—&1(t) + 2Dy — )IVew(t) G + 2D Veat) [

dt
+ min{y, v, A.} Z Z (%) H?’)Qi(ﬁ)

i=34pe{e, M.}

D
QN/HWm )20d (46)

+ (262 + 2631€2 %Uout> HCw(t)HQ

1 2]{3228 2 kdzs
+ gallca® b + (S5 - =
€4

IA

et

50
1
1 ( 2kcw0ut> | M (t )HQ(t)

€ 2
b LB (o )|
_ n . vV Co .
22" 2(0)

If we fix € satisfying D; — €} > 0, then

E(t) < E/Oté'(s)ds
1

mln{l 2(Dy — €2),2D, 71,72, A }

(5] - (Ve + 1)

where ¢ is given by

Dip (1 2kZ €1 2kgs 97,22 1
maX{4 2 (_2 - chwout)a( ng ~ CTso ) (262 + 2€3k wout) 92¢2

1
min {1,2(D; = &), 2D, 7,72, A }

Cc =

Finally by using Gronwall’s Lemma ([13]) we conclude the following result:

Theorem 1. Under Assumption 3.1, if the solution C = (cy, M, s, cq) of the
variational problem (32)-(35) and (27) belongs to

o ([0, T, (LQ(Q(t))>4)ﬂCO<[O, T, H{(Q(t)) ¥ (LQ(Q(t)))QxHéQ3(t)UaQ4(t)(Q(t)))
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Cuw, M, s € CO([O,T], L2(8Qi(t))>,z' = 3,4, and c,(0) € H?*(2(0)), then there

exist two positive constants C;,1 = 1,2, such that
£(t) < (V- (DuVeu(0)) ) + £1(0) ), ¢ € 0,T].

Stability for short times: For small times, the concentration of water
and dissolved drug is very small so we consider

Gw =0, ég=0, & = cy,, M = M. (48)

So the stability of the differential system (1)-(5) for small times can be con-
cluded from the stability of (13)-(17) when (48) is considered, that is, from
the linear differential problem

%L;” =V (DyVey) + V- (DyVo) — kMycw, € Q(t),t € (0,T],  (49)

88_]\754 - _kMOCwa S Q(t)’t S (07T]’ (50)
Jo E 8Cw
Ly D= _F1" 1
TR B, € Q(t),t € (0,T], (51)
acs kd’LS
= — Q T 2
ot Cwoutcwa T € (t)7t€ (O’ ]’ (5 )
Ocy Kais
= =V (DVey) + —cu, z €Q(t)1 € (0,7 (53)
wout

In what follows we use the energy method to analyze the stability be-
haviour of the (49)-(53) with the initial and boundary conditions (27) and
(26), respectively. We start by remarking that from equation (24) and (49)
we obtain the following equation for ¢,

dcy

t
- = Vo (DiVey) + / e IV L (DyVey(s))ds — kMycy,
0

+ Ee #'V.(D,Vey,(0), z € Q(t),t € (0,T]. (54)

The energy estimate is established for the solution of the variational prob-
lem: find

C(t) = (cu(t), M(2), e(t), ca(t)) € H'(Q0)x (L((6)))" % g, 00,0 (1))
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dcC

and —~(t) € (L2(92(t)))", t € (0,T], such that
de t —E(t—s)
(ﬁ(t)’ Ul)Q(t) = —(D1Vcw(t), Vvl)g(t) — e © (DQVCw(S), Vvl)g(s)ds
0
— Z (Accw(t), v1)an, @) — EMo(cw(t), v1)aw
i=3,4
+ e E(V - (D,Veu(0)), v1)an, Yor € H (1)),
(55)
dM ,
(ﬂ(t)’ v2)a() = —kMo(cw(t), v2)aw), Yva € L7(Q(1)), (56)
des Eais P
( o (t),v3)au) = - t(cw(t)yv?))ﬂ(t); Vg € L7(€2(t)), (57)
dCd kdis
(E(t)avzl)ﬂ(t) = —(DVcy(t), Vug)ou + . t(Cw(t),m)Q(t), (58)
Yy € Hy(Q(t)), (59)

for t € (0,77, with the initial condition (27).
Following the proof of Theorem 1, it can be shown the following result:

Theorem 2. Under Assumption 3.1, if the solution C = (cy, M, s, cq) of the
variational problem (55)-(58) and (27) belongs to

¢ (10,71, (£2(€1))) )€ (10, ], B (1)) x (E(0) g g0, (2(0))

Cuw, M, cs € CO([O,T], L2(8Qi(t))),z’ = 3,4, and c,(0) € H?*(2(0)), then there
exist two positive constants C;, 1 = 1,2, such that

E(t) < cl(uv (DY (0)) 30 + 51(0))602215 e [0, 77.

Theorems 1 and 2 allow us to conclude the stability of the linearization of
the initial boundary value problem (1)-(9) in the large and short times for
bounded time intervals.
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4. Tracking the degradation fronts

_In what follows we rewrite the IBVP (1)-(6) and (11) in a fixed domain
Q = [0,1] x [0, 1] considering a convenient coordinate transformation. Let
(€,m) € Q2 be the new space variables. Following Oberkampf in [16] we take

¢ =

I L2

ACRERA0)
We observe that if ¢(&,n,t) = ¢(x1, z2,t) then we have
¢ 0o 0o

O¢

85 (fﬂ?ﬂf) = gl(t)a_xl(xlvx%t)a a—n(&??at) = EQ(t)a_@(xlaant)a (60)
and

29 o 6(t) 09 () 09

E(‘xlax??t) - E(éanat) - ggi(t)ﬁ_g(é.ﬂ%t) _ 7762(75)8—77(5777;15) (61)

We use V¢, to denote the gradient operator with respect to the new variables
and 00 = {(0,n),n € (0,1)}, 99, = {(£,0), € (0,1)}, 993 = {(1,n),n €
(0,1)} and 0924 = {(£,1),£ € (0,1)}.

To simplify, we use the same notation for the dependent variables defined
now in the fixed domain. Considering the last relations (60) and (61), the

IBVP (1)-(6) and (11) is now rewritten in the fixed domain 2 as follows:

dcy
St = Ve (DuliVeyew) + Vg (Dl Veyo)
+LoVe pey — ke, M in Q x (0,77, (62)
_ . .1 0. b
where L1 and Ly are diagonal matrices with entries 7 1 =1,2, and g_f’ g—n,
i 1 2
respectively,
oM
W = LQV&nM — kaM in Q X (O,T], (63)
do  E(M) ocy, .
5 + () 0= E(M)LyV¢ycy + LoV 0 — E(M)W in Q x (0,77, (64)
a S k 18 .
S LoVt — ——8 ¢ (Coma — Ca)cw in Q x (0,7, (65)

6t Cs0CamaCwout
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oc
T~ Ve (DO LiVeyea) + LaVeyes
+ Lcs(camx — ¢q)Cyp in Q x (0,7, (66)
Cs0CamaCwout
cw(0) =0,0(0) = 09, M(0) = My, cs(0) = ¢50,¢q(0) = 0 in Q, (67)
and
(( Ven,ov =0, Veycpv =0, Vecqv =0 on (00 UIQ) x (0,77,
wa,n“)-” = gl/(ﬂAc(Cw - Cwout), cqg = 0 on (803 U 894) X (0, T],
dt; 1 1
S | Jue (Ln)andn, t € (0T, 68
dt 6(t) /0 5,77( n).vidn, t € ( ] (68)
dez _ 1 /1J (&,1).ndE, t € (0,T]
S, T N w 9 % ) 9 9
L dt ), T 2

respectively, where Jy¢, (1) = =D,V cw — DyVe o and £, = {;(t),i = 1,2.
As before, from the third and last equations of (68), we have

e, 1 /!
e e—u)/ Ac(cw(1,1) = Cuou) dn, t € (0,T), (69)
e, 1 /!
% - 52(15) /o AC(Cw(fa 1) - Cwout) df, te (O’T]' (70)

5. Numerical scheme

In this section we propose a coupled Implicit-Explicit (IMEX) method to
solve the initial boundary value problem (62)-(68).

In [0, T] we consider the grid {t,,n =0,..., M}, with ty = 0,t); =T and
ty — tn_1 = At. We fix Aé = Anp = h > 0, and we define in Q the grid

Q= {(&n)5,5=0,...,N, &o,m0 =0, En,nn =1,§ — &1 = h,
nj_nj—l :h,i,j = 1,,N}
As we are dealing with an initial boundary problem with boundary conditions
on the spatial derivatives defined on the boundary, and to obtain discrete
approximations with higher precision, we introduce the auxiliary points ¢ 1 =
—h =1n_1,&vi1 = Mny1 = 1+ h. Let ﬁz be the set of grid points defined
by Q, = QU {(&,nj), (&,np),m =—1,N+1,5 =0,...,N}. The space of
grid functions defined in Q;, (or Q) is represented by W, (or W;). Let D_¢

and D_, be the backward finite difference operators in § and 7 directions,
respectively. By D¢ and D,, we denote the forward finite difference operators



18 E. AZHDARI, A. EMAMI AND J.A. FERREIRA

in § and n directions, respectively. By D¢ we represent the second order
finite difference operator

1
Ds cup(&i,mj) = ﬁ(uh(fwh ;) — 2un(&,mj) + un(&-1,m;)),

for ¢, = 0,..., N and u, € W;. The operator Dy, is defined analogously.
By D.¢ we denote the first order finite difference operator

Deeupn(&im;) = %(uh(&ﬁ—la ;) — un(&i-1,7;)),

for ¢,5 = 0,...,N,u, € W;. The operator D,, is defined analogously. We
also need to introduce the average operator

1

Apeun(&i,nj) = 5(%(&4; n;) + un(&i, m5)),

being Ay, defined analogously.
To simplify the presentation we consider the following notation: for u; €
W;Lk we consider Ahuh = (Dg,guh, nguh), chhuh = (Dcvguh, Dc,nuh)-
Discretizing the spatial derivatives of (62)-(66) using the introduced finite
difference operators, we obtain the following semi-discrete initial value prob-
lem

de,h
dt

(t) = DleAwavh(t) —|—DUL1Ath(t)
+ L27hvc7hcw,h(t) - kcw,h(ﬂMh(t), (71)

/ /
where Ly j, is the diagonal matrix with diagonal entries Lay, by, with ay, (&, nj) =
2

12 14
& and by(&, ;) = n;,

%(f) = Lg,hvc,th(t) — kcwﬁ(t)Mh(t), (72)
do E(My(1)) _
d—th(t) + M(T:(t))ah(t) = E(My())LanVencon(t) + LonVenon(t)
— BB ), (73)
dCs,h kdis

(t) = LapVencsn(t) —

s (L) (Cama — t))cwn(t), T4
di Cs0CamnCuont #(t)(c can(t))cun(t), (74)
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dc .
dc;,h (t) = V_. (L1D(Mh(t))vhcd,h(t)> + L2,hvc,hcd,h(t)
k K]
T WCS,h(t> (Cam:c - Cd,h(t>>0w,h(t), (75)

where V_;, = (D_¢, D_,)), Vi, = (D¢, D,)) and D(M,,(t)) is a diagonal matrix
with entries D(Ap e My(t)), D(ApnMp(t)). This ordinary differential problem
is complemented with the boundary conditions

cho-h(o 15, ) 0 chth(O 15, ) 0 Dcfcdh(o 15, ) 0 ] — O N7
ndh(fz,o t) = 0 D ncwh(ﬁl,() t) = 0 D nth(fZ,O t) = 0 1= 0 N,

']h«f(l UAE ) A‘gl( )(th(l ny;t) Cwout) j:07"'7N7
Jh,n(gza 17 t) ACEQ( )(Cw,h(fm 17 t) - Cwout)ai - 07 sy Na

! can(&im;t) =0,i=N,j=0,...,N,i=0,...,N—-1,j=N,

N—1
dl 1 1
1 _ ( —cun(1,0,1) + chh 1,m;,t —|—§Cw7h(1,1,t)) —cwom),

At 6(1) -
N-1
dly 1 1 1
- AC 9w ’1’ w iﬂlat = Cw 1a1at — Cwout |,
\ dt ls(t) (h(2c 4(0 t)—l—;c A& )+ 20 a( )) c t)

(76)
for t € (0,7T], and the following initial conditions

cwn(0) = 0,04(0) = 004, My(0) = Mo, cs1(0) = o5, can(0) =0 in Q.
(77)
In (76) the following notation was used

Jh,ﬁ(lanjﬁt) = _Dch,ECw,h(Lnj)t) - Dch,§0h(1,77j,t>a
and
Jhﬂ?(fia 17 t) - _Dch,nCw,h(£i7 17 t) - Dch,no-h(gia 17 t)

The IMEX method is now obtained integrating the last semi-discrete prob-
lem using the implicit-explicit Euler’s method that leads to

n+1 n
Cw,h o Cw,h

A = DyLy(tn) Anclh + DyLy(t) Anoy,

+ Ly Venehl — kel , My, (78)
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vlog gt
where L is the diagonal matrix with entries =———ay;, and —————=2by,,
2h & N ING I
= Loy Ve My — ke M, (79)
TH—l n E Mn—|—1
O  —9%n (M) ntl1y yn+ln n+1 n+1n n
At * ,U(M;?H)Oh = E(M" )Ly, vCwaJ?z + Ly, " Venoy,
n—i;Ll — N
n+1 w, w,
- Bt (50)
ot =y, Kai
S S gty et 2 (e — €1 )L (81
At 2.h JhCs b Cs0CamaCaout s,h( d,h) w,h ( )
0%1 —Cin 1,
S T V_h.<L1( DM, cgzl) + LYY et
+ kdis Cn—l—l(c — " )Cn—i—l (82)
Cs0Cama Cwout sih e bk 1
forn=20,..., M — 1, complemented with the boundary conditions, for p =
0,...,.M—1,

( D0y, (0,m;) = 0, Degch 1, (0,m5) = 0, Degcly,(0,m5) = 0,5 =0,..., N,
Dc,ngz(fi,()) - O’Dcaﬁcﬁ),h(fla ) =0 Dc,nCZ,h(fz, ) = 0 1= O N,
J’]l),f(l’ nj) - Acﬁf(cﬁ}’h(l’ 773') - Cwout),j = O, ceey N,

J’Il),n(&’ 1) - Acgg(cfu,h(gia 1) - Cwout),i =0,...,N,

! &, (&m)=0,i=N,j=0,...,Ni=0,...,N—1,j=N,
ep“—ep 1 —

1 1
1 g—pAc(h(ich,h(l, 0)+ ) ,(Lm)+ 5Cun(1:1)) = Cwout>,
1 j=1
€p+1 iy 1 1 N-l 1
2T7§2 = g—gAc(h(§cfu h(07 1) + cfu h(fw 1) + ECZZU h(l’ 1)) Cwo“)’

\ 1=1

and with initial conditions

0 0 0
wh_O O'h 00h7Mh_M0h7 sh — C()Sh,th—OlHQh (84)
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In (83)

Jpe(L,n;) = —=DyDegcy, ,(1,n;) — DyDegoy (1, 1),
and

ng(fia 1) = _Dch,nCZ;,h(fi, 1) - DUDC,nUZ(Sia 1)~

6. Numerical Results

In what follows we exhibit some numerical results for the initial-boundary
value problem (62)-(68) using the method (78)-(84). The following values for
the parameters have been considered:

D, =4.61x 10"?mm?/s, D, = 10"*mol/(mm.s.Pa) Cwoout = D.55 x 107 mol /mm?

o0 =5x10"2Pa A. =10"%mm/s M, =83x10"2Da

k =1x1071/s Csy = 288.42 x 107 2mol/mm?® kgs = 4.6 x 1072mol/(mm3.s)
Camz = 2.184 x 1072mol/mm?® D4 =5.94 x 107 2mm?/s E, =10"*Pa

o =1x10"'Pa.s a =2x107" B =7x 107"

In Figure 3 we plot the concentration of the water as it diffuses into the
polymeric matrix at T'= 0.5, T =4, T'= 30 and T" = 65. As expected, we
observe a solution that presents high values in the outermost regions and low
values at the center of the polymer. The shrinking of the polymer is clearly
observed from the last figure.

The behaviour of the dissolved drug is illustrated in Figure 4 where we
include the plots of the ¢g at T' = 0.5, T = 4, T = 30 and T = 65. We
observe that regions where the concentration of the water is high correspond
to regions where the concentration of dissolved drug is also high. The con-
centration of dissolved drug increases at initial times and then decreases due
to the effect of the boundary condition c¢; = 0 at the external boundary.

In Figure 5 we include plots of the concentration of solid drug cs at T' = 0.5,
T =4, T = 30 and T' = 65. From these plots we conclude that the solid
drug concentration decreases as time increases.

Figure 6 intents to illustrate the behaviour of the erosion front in time.
We observe an initial rapid decreasing of the degradation front position.
This fact can be justified by the rapid initial fluid uptake that induces a
rapid decreasing of the polymeric molecular weight and consequently a rapid
decreasing of the domain.

The behaviour of the front position as function of D, is illustrated in Fig-
ure 7. As D, increases, increases the position of the degradation front. This
behaviour is physically sound, since an increase in D, corresponds to an
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FiGURE 3. Concentration of water, ¢,, at different times.

increase in the resistance of the polymeric chains to the fluid entrance. Con-
sequently lower decrease in the molecular weight is observed that leads to a
lower decrease in the degradation front position.

By M,(t), Ms(t) and My(t) we represent the masses of water, solid drug
and dissolved drug, respectively, inside the polymeric matrix at time ¢, and

which is given by
la(t)  pla(t)
= [ [ sy
0 0

where i = w, s,d. Let Myp(t) represents the dimensionless total mass of drug
released at time ¢ that is defined by

Mr(t) =1 - }O<Ms<t> T Ma(t)).
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F1GURE 4. Concentration of dissolved drug, c,4, for different times.

In Figures 8 and 9 we include the plots of M, and c¢,, respectively, for dif-
ferent values of D,. Figure 8 illustrates the behaviour M,, when D, increases.
As D, increases, increases the polymeric resistance to the fluid uptake, and
consequently a decreasing in total mass of fluid is absorbed. This behaviour
is highlighted in Figure 9 where we plot the fluid concentration ¢, at T" = 300
for two different values of D,. An increasing of D, leads to a decreasing in
the fluid concentration inside the polymeric platform.

To conclude the numerical study of the qualitative behaviour of the IBVP
(1)-(5), (6) and (11), we would like to compare surface erosion with bulk
erosion. To simulate this last situation we consider that ¢;(¢), i = 1,2, are
fixed.

In Figures 10 and 11 we include the plots of M, and M, respectively, to
compare the fluid uptake by the polymeric platform and the dissolved drug
in the polymer for both situations: surface and bulk erosions. The amount
of fluid absorbed by the polymer decreases for surface degradation. This fact
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is consequence of the reduction of the polymeric domain. The dissolved drug
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7. Error analysis

To justify the behaviour of the numerical method (78)-(84), in what follows
we study the spatial discretization considering only the fluid concentration c¢,,
without the polymeric reaction for the fluid entrance and the dissolved drug
concentration ¢;. In this scenario, we analyze the convergence behaviour of
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the solution of the differential problem

dcy, .
dt”‘ (&, 1) = DyDo o (t) + an(&i, ) Degewn(&it),i =0, N,

Dc,ﬁcw,h(gm t) - 07 _Dch,fcw,h(éNa t) - &(t) (Cw,h(fNa t) - Cwout) 3 te (Oa T]a
Cw,h(O) = O,

(85)
coupled with the following differential system
(dcgp
dt7 (&, t) = DgDagcan(&it) + bp(&it) Degcan(&i,t)
{ (v —ecan(&int))con(§int),i=0,...,N —1, (86)
Dc¢can(o,t) =0, can(én,t) =0,t € (0,7,
. Cd,h(O) = 0,

where ay(t), bp(t) : Q, — R are bounded and ~;,i = 1,2, are positive con-
stants. A

For h < hy, let Ry, : C([—ho, 1—|—h0]) — W;{ and Ry, : C([—ho, 1]) — W;;O be
the restriction operators, where Wy, denotes the space of grid functions wy,
defined in {§;,i = —1,..., N} and up(zn) = 0. Let Ey 1 (t) = Rycw(t) —cun(t)
and Eqp(t) = f?hcd(t) — cqn(t) be the semi-discretization errors induced by
the spatial discretizations (85) and (86), respectively, and let T, ,(t) and
Tin(t) be the corresponding truncation errors. We have

( dF, .
dt’h (&,1) = DyDa¢Eyp(t) + an(&,t) Dec By n(&it) + Tun(&i,t),i =0, ... N,
< Dc,wa,h(£07 t) — Tw,lef(t)a _D’LUDC,EE’LU,h(éNa t) - Oé(t)Ew,h(éNa t) + Tw,rig(t)a
t € (0,77,
L Ew7h(0) =0,
(87)
and
( dEd,h
7(&, t) = DaDa¢Eqp(&ist) + (&, t) DegEgn(&int)
1 Ewp (& t) — 2 (cal& t)ew(& t) — can(&, t)cwn(&t)) 88
\ +Td,h(£i7t)?i:()7"'7N_17 ( )
D.eEqn(&o,t) = Tager(t), Ean(én,t) =0, t € (0,77,
\ Edﬁ(()) = 0.

If we assume that ¢, (t) € C*([—ho, 1 + hg]) and c4(t) € C*([—ho, 1]), then
| T0n(t)]loe < CR? | Tor(t)| < OR?, € = w, k = lef,rig,{ = d, k= lef. (89)
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In W), we introduce the inner product

(wh, vn)n = %h > un(&val(&) + h z_: un (&) vn(&i),

i=0,N
and the corresponding norm is denoted by ||.||. We use the following notation

-l = (LMD )

i=1
We establish now a result which is an important tool to prove the main
convergence results.

Theorem 3. If u;, € W) then
(Do gup, un)p = —hDegup(xo)un(0) = | D-gup|| % +hDegun(xn)un(zy). (90)

In the next result we obtain an estimate for the error E, ;(t) that will be
used to get an estimate for Eg(t).

Theorem 4. If ¢, (t) € C*([—ho, 1 + hg)), then the error E,,(t) satisfies the
following

t t 1 2
1Eun (O} + 2(Dw — €) / el @razl W D B, (s)|2 ds
, (91)
< / L 45l B g, (s ¢ € [0, T,
0

for h < hgy, where € # 0, and
9n(5) = (T 1ef(5)* + Tunrig(5)*) + [ T ()17

Proof: From the differential equation of (87) we get

%%HEwh(t)H% = (DyDag¢Eypn(t), Ewn(t))n + (an(t) Deg By n(t), Ewn(t))n
H(Town(t), Ewn(t))n.
(92)
From (90) and (87) we get

(DywDa¢Eypn(t), Eyn(t))n = —hDyDeeEwyn(&o,t) Ewn(éo,t)

_DwHD*wa,h(t) Hi + thDc,wa,h(fNa t)Ew,h(§N7 t)

= —=hTy1ef(t)Buwn(€0,t) — Dull D-cEwn ()|
—ha(t) Ewn(Ex:1)* = hTowrig(t) Buwn(§n, 1)
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that leads to

(DuDagEwp(t), Evn(t)n < =DullD_¢Ewn(t)]%
g h(Ttes (0 + Tugig () + | B (1),
For (ap(t)DegEyn(t), Eywn(t))n, it can be shown the following estimate

[(@n(t) DegBun(t), Bun(®)nl < - 2Hah(t)HEOHEw,h(?f)Hi+ | D-cEun(t)]3
(94)

(93)

for € #£ 0.
As for (T, 1(t), Ewn(t))n we have

(Top(8), Bl €SIl + 51 B0}
taking in (92) the estimates (93) and (94) we obtain
Gl Eunll; +2(Dy T END—¢Euvn(®IF < | Twn(t)ll7
+(3+ g\lah( Mz Ewn )]l

Hh( Tt (8)° + Torig(1)*),
that can be rewritten in the following equivalent form

4 (e ROzl g, )2
b 5 1 2
+2AD, = &) [ BRI DB, (5)3ds (o5

t
_/ 6f0(3+2€—2“ah(ﬂ)|go)d:“gh(s)dS) <0,
0

for t € (0,T]. Finally, from (95) we conclude (91).
-

Corollary 1. Under the assumptions of Theorem /, there exists a positive
constant C', h and t-independent, such that

t
|Ean(1)]12 + / |D_Eun(s)|2ds < CHY, t € [0,T), (96)

for h < hyg.

We remark that the next result leads to the uniform boundness of ¢, (%)
with respect to t € [0,7T] and h < hg. This result has an important role in
the convergence analysis of ¢q ().
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Corollary 2. Under the assumptions of Theorem 4, there exists a positive
constant C', h and t-independent, such that

lewn(®)lle < Ct €[0,T],h < ho. (97)
Proof: As we have successively
lewn(lo < Hle,h(t)Hoo + | Bncw(t) ]l
< 3 Ewn@lln + [ Bacw (),
from (96) we conclude
lcwn(Olloo < Ch+ [[Rncw(t),

that leads to (97).
m

Theorem 5. If c;(t) € C*([—ho, 1]), then the error Eq;(t) satisfies the fol-
lowing

HEdh()Hh_|_2( d—€ / f3+'71+22”bh( )12 +272 € n (1) 0o d“HD gEdh()H+dS

/ S Btk 1o () 20+ 2 (1) i

(30(5)+ (1 -+ Bea(6) ) Euas)17) s t € 0,7,
(98)
for h < hg, where € # 0, and

gn(8) = hTazes(s)” + | Tan(s)Il5.
Proof: From the differential equation of (88) we get

Ld —Ean(®)|li = (DaDacEan(t), Ean(t))n + (0n(t) DegEan(t), Eqn(t))n

2 H(Tant), Ean(t)n + 11 Bun(8), Ean(®)s
—Ya(ca(t)cw(t) — can(t)cwn(t), Eqn(t))n-

As it can be shown that
(DaDa¢Eqp(t), Eqn(t))n

(99)

= —Ti1es (1) Ean (&0, 1) — Dal| D—eEan(t) [
< 30 Ta1er(8)° + 311 Ean (D)l — Dall D—cEan()|I%

1
|(br(t) DegEan(t), Ean(t))n| < @\Ibh(t)l\ioHEd,h(t)Hi + €| D_cEan(t)II7
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where € # 0,

1 1
[(Tan(t), Ean(t))n] < §|\Td,h(t)\|i + §|‘Ed,h(t)”l2w

71 84!
Y (Ewn(t), Ean(t))n < 5\|Ew,h(t)l\i + EHEd,h(t)Hi,
and

—v2(ca(t)cw(t) — can(t)cwn(t), Ean(t))n
= —Yo(Rpca(t) Ewn(t) + con(t)Ean(t), Ean(t))n
< Y2 ([lea®) ool Buwn (01 + [l cwn () llool| Ean(E)lln) | Ean ()l

1
< =B lca®P | Bwn (D12

+(5 + 2lewn®lloo) | Ean®),

from (99) we obtain

d
@HEd,h(t)Hi% +2(Dag — )| D_cEan(t)|7
< Tun(®)| T (11 + R lea®Z) | Bun )]l
+(B+mn+ 2—€2th(t)\|?,o + 292l cw i (t) loo) | Ean (017 + PTaser (1)?,
for t € (0,T1], that leads to (98).
m
Corollary 2 guarantees that under the assumptions of Theorem 4, we have

the uniform boundness of ||y, n(t)||00, With respect to t € [0,7] and h < hy.
Then we conclude the following convergence result:

Corollary 3. Under the assumptions of Theorems 4 and 5, there exists a
positive constant C', h and t independent, such that

t
| Bun (I + / |D_eBun(s)[2ds < CH,
t
| Ban(OI + / |D_¢Ean(s)|%.ds < Ch*
0

fort € [0,T] and h < hy.



DRUG RELEASE: ANALYSIS AND NUMERICAL SIMULATION 31

In what follows we illustrate the last result - Corollary 3. Table 1 presents
the convergence rates

e

where Ej(c,) is defined by

En(ew) = max (B8, lE+ ALY |DcE,lR ),

..... e

being Fj,(cy) defined analogously. These convergence rates were obtained for
the numerical approximations computed with the one-dimensional version of
the method (78)-(84) and the reference solution defined by h = A& = 0.001
and At = 2 x 1077. These results illustrate the second convergence order
stated in Corollary 3.

TABLE 1. Convergence rates p(c,) and p(cq).

A§  En(cw) plcw)  Enlca) p(ca)

0.01 4.9679 x 1072 2.98  4.4411 x 1077 3.75
0.005 6.2942 x 10719 3.16  3.2799 x 10~'® 4.09
0.004 3.1072 x 1079 3.99  1.3160 x 1078 4.14
0.002 1.9554 x 10711 —— 74576 x 10720 —

8. Conclusion

A system of partial nonlinear differential equations complemented with
boundary and initial conditions defined in a moving boundary domain (1)-
(5) and (6)-(9) is analysed from analytical and numerical point of view. We
point out that the boundary moving law (10) used here is analogous to the
one proposed by Patel in [6]. This system can be used to describe the drug
release from a biodegradable viscoelastic polymeric platform that presents
surface erosion and where a drug is initially dispersed in the solid state([11],
[18]). To solve numerically the last moving boundary problem, an equivalent
IBVP (62)-(68) defined in a fixed domain is established.

The stability of the moving boundary domain (1)-(5) and (6)-(9) is studied
for large and short times in Theorems 1 and 2, respectively. The proper-
ties of the spatial discretization of the problem (62)-(68) that leads to the
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one-dimensional version of the numerical scheme (78)-(84) is established in
Theorems 4, 5 and Corollaries 2 and 3 considering only the main phenomena:
fluid uptake and dissolved drug transport. In the convergence analysis, the
uniform boundness of the sequence of approximations for the fluid concen-
tration is a main tool.

Finally, the numerical simulation presented illustrates the qualitative be-
haviour of the solution of differential problem (1)-(5) and (6)-(9) as well as
the influence of the main parameters in such behaviour.
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