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Abstract. We address the problem of characterising the category of compact Hausdorff
locales, in analogy with the characterisation of the category of compact Hausdorff spaces
as a pretopos recently obtained by V. Marra and L. Reggio (Theory Appl. Categ., 2020).

Utilising the concept of filtrality introduced in op. cit., we identify sufficient conditions
on a filtral pretopos ensuring that it can be embedded into the category of compact
Hausdorff locales. Whereas the latter result is valid in the internal logic of a topos, if
we assume the principle of weak excluded middle and the existence of copowers of the
terminal object in the pretopos, the image of the embedding contains all spatial compact
Hausdorff locales. Thus, provided that compact Hausdorff locales have enough points in
the ambient logic, the embedding is an equivalence of categories. If the ambient logic is
classical, we recover the aforementioned characterisation of compact Hausdorff spaces.

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Frames and locales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Regular and coherent categories, and pretoposes . . . . . . . . . . . . . 6

3 Filtral categories and the subobject functor into CHLoc . . . . . . 9
3.1 Filtral categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 Closed images of compact Hausdorff locales are compact Hausdorff . . 10
3.3 The functor S : K → CHLoc . . . . . . . . . . . . . . . . . . . . . . . 12

4 Faithfulness and preservation of finite limits . . . . . . . . . . . . . . 13
4.1 Enough subobjects and preservation of equalisers . . . . . . . . . . . . 13
4.2 Binary products: compatible filtrality . . . . . . . . . . . . . . . . . . 14
4.3 Terminal object: non-triviality . . . . . . . . . . . . . . . . . . . . . . 17

5 A pretopos embedding into compact Hausdorff locales . . . . . . . 18
6 The essential image of the embedding . . . . . . . . . . . . . . . . . . 20

6.1 The main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
6.2 Compatible filtrality and atoms . . . . . . . . . . . . . . . . . . . . . . 24

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1. Introduction

A purely category theoretic characterisation of a class of mathematical objects, when
available, can be regarded as a way to identify the essential defining properties of such a
class, thus paving the way for an axiomatic study of categories sharing similar properties.
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A prime example is Lawvere’s Elementary Theory of the Category of Sets, see [16, 17],
which was later adapted by Schlomiuk to capture the class of topological spaces [26].
In a similar vein, Marra and Reggio [21] recently characterised the category of compact
Hausdorff spaces as the unique, up to equivalence, non-trivial well-pointed pretopos that
is filtral and admits set-indexed copowers of its terminal object (cf. Theorem 3.3 below).

In view of the significant role played by compact Hausdorff locales in the development
of mathematics internally in a topos,1 and in particular in connection with topos-theoretic
foundations of notions of space pertaining to quantum mechanics [8], it is natural to won-
der if a similar characterisation is available for the category of compact Hausdorff locales.
From this perspective, a major shortcoming of the approach adopted in [21] is that it re-
lies heavily on the use of points (i.e., global elements). On the other hand, it contributes a
novel notion of filtrality which turns out to be fundamental also in the point-free setting.
Roughly speaking, a (coherent) category is filtral if it has enough objects whose lattices
of subobjects are order-dual to a Stone frame (see Section 3.1 for a precise definition).

Without resorting to the classically valid equivalence with the corresponding category of
topological spaces, one can show that the category CHLoc of compact Hausdorff locales
is a filtral pretopos. Conversely, we identify sufficient conditions on a filtral pretopos
ensuring that it can be embedded into CHLoc (Theorem 5.2). The latter result is valid
internally in any topos. If we assume the principle of weak excluded middle, along with
the existence of copowers of the terminal object in the pretopos, we are able to show that
the image of this embedding contains all spatial compact Hausdorff locales. Hence, if
Stone locales (and thus also compact Hausdorff ones) have enough points in the ambient
logic,2 the embedding in question is an equivalence between the pretopos and CHLoc.
If the ambient logic is classical and compact Hausdorff locales have enough points, we
recover the characterisation of compact Hausdorff spaces provided in [21], cf. Remark 6.11.

In the remainder of this introductory section, we offer a more detailed overview of the
content of the article. In Section 2 we recall the necessary background concerning locales
and pretoposes. In Section 3 we recall the concept of filtral category and show that, for
any such category K, there is a natural functor S : K → CHLoc assigning to an object
of K its lattice of subobjects with the dual order. To show that S lands in the category
of compact Hausdorff locales, we prove that a closed quotient of a compact Hausdorff
locale is Hausdorff, an observation which may be of independent interest.

Further properties of K (including a refinement of the concept of filtrality, namely com-
patible filtrality), guaranteeing that the functor S is faithful and preserves finite limits,
are investigated in Section 4. This is in stark contrast with the case of compact Haus-
dorff spaces, where the preservation of arbitrary limits follows easily from the assumption
that the pretopos is well-pointed, combined with the fact that limits in the category of
compact Hausdorff spaces are created by the underlying-set functor; cf. [21, Lemma 4.7].

In Section 5 we show that, if K is a filtral pretopos satisfying appropriate assumptions,
the functor S : K → CHLoc is a pretopos embedding, i.e. a fully faithful pretopos
morphism. While up to this point our methods are valid in the internal logic of a topos,
in Section 6 we study the essential image of the embedding S assuming the principle of
weak excluded middle, valid in de Morgan toposes. Our main result (Theorem 6.2) states

1Recall that Banaschewski and Mulvey’s version of Gelfand duality [2], valid internally in any topos,
concerns the category of compact completely regular locales, and compact Hausdorff locales coincide with
compact completely regular ones only if we assume the axiom of dependent choice in the metatheory.
The constructive Gelfand duality was extended to compact Hausdorff locales by Henry in [7].

2A priori, the existence of enough points for Stone locales need not force the ambient logic to be
classical (cf. Remark 6.3).
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that, if K additionally has set-indexed copowers of its terminal object 1, the essential
image of S contains all spatial compact Hausdorff locales and their closed sublocales.
Further, we show that the compatible filtrality property holds whenever 1 is an atom,
i.e. it has exactly two subobjects. Marra and Reggio’s characterisation of the category
of compact Hausdorff spaces then follows by assuming that the ambient logic is classical
and compact Hausdorff locales have enough points.

Notation. We write  and ։ to indicate that an arrow is a monomorphism or a
regular epimorphism, respectively. Whenever they exist, the initial and terminal objects
of a category are denoted, respectively, by 0 and 1. Similarly, the least and greatest
elements of a poset are denoted, respectively, by 0 and 1.

2. Preliminaries

2.1. Frames and locales. We recall the basic facts about frames and locales that will
be needed in the remainder of the article; standard references include e.g. [11, 22, 24].

A frame is a complete lattice L satisfying the infinite distributive law

u ∧
∨

i∈I

vi =
∨

i∈I

(u ∧ vi)

for all subsets {u} ∪ {vi | i ∈ I} ⊆ L. It follows that, for each u ∈ L, the monotone
map u ∧ − : L → L preserves all suprema and thus has a right adjoint u → − : L → L.
In particular, every element v ∈ L admits a pseudocomplement ¬v := v → 0, the largest
element of L disjoint from v. A frame homomorphism is a map L→ M between frames
that preserves finite infima and arbitrary suprema (in particular, frame homomorphisms
preserve 0 and 1). The category of frames and their homomorphisms is denoted by Frm,
and is complete and cocomplete; moreover, the underlying-set functor Frm → Set is
right adjoint and thus preserves limits.

The category Loc is defined as the opposite of Frm; the objects of Loc are referred
to as locales and its morphisms as localic maps. If X is a locale, we write OX to denote
the same object, this time regarded as a frame; we often refer to OX as the frame
corresponding to X. Accordingly, the frame homomorphism corresponding to a localic
map f : X → Y is denoted by

f ∗ : OY → OX.

Since f ∗ preserves (finite infima and) all suprema, it has a right adjoint f∗:

f ∗ ⊣ f∗ : OX → OY.

As with any adjunction between posets, we have f ∗ · f∗ · f
∗ = f ∗ and f∗ · f

∗ · f∗ = f∗.
Thus, the following conditions are equivalent:

• f ∗ is surjective;
• f∗ is injective.

If any of the previous equivalent conditions is satisfied, we say that f is a localic injection.
Similarly, f is a localic surjection if any of the following equivalent conditions is satisfied:

• f ∗ is injective (equivalently, it reflects the order);
• f∗ is surjective.

This terminology suggests that properties of a localic map f are reflected by the right
adjoint f∗ to the corresponding frame homomorphism. In fact, this viewpoint turns out
to be far-reaching and has been adopted systematically e.g. in [22]. In the following,
we shall occasionally exploit this perspective and refer to the right adjoint to a frame
homomorphism as a “localic map”.
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2.1.1. Sublocales. Localic injections are precisely the extremal monomorphisms in Loc,
and the extremal subobjects in Loc are known as sublocales.3 Sublocales of a locale X
correspond in an order-reversing manner to nuclei on OX, i.e. inflationary, idempotent
maps j : OX → OX that preserve finite infima. In more detail, if a sublocale of X is
represented by a localic injection i : Y  X, the corresponding nucleus is the composite

OX OY OX.i∗ i∗

The set NX of all nuclei on OX is a frame under the pointwise order, hence the set of
all sublocales of a locale is a coframe—the order-dual notion of frame.

Open sublocales U  X are those given by nuclei ou := u→ −, for some u ∈ OX, and
closed sublocales C  X are those given by nuclei cv := v ∨ −, for some v ∈ OX; every
nucleus is a supremum of nuclei of the form ou ∧ cv. Any localic map f : X → Y induces
a frame homomorphism f− : NY → NX determined by the fact that it preserves both
open and closed sublocales (more precisely, f−

ou = of∗u and f−
cv = cf∗v), while it must

preserve suprema. Its right adjoint f+ : NX → NY is given by f+j = f∗ · j · f
∗.

2.1.2. Compact Hausdorff locales. The notion of compactness for locales is a direct ab-
straction of the one for topological spaces, while the localic notion of Hausdorffness is
based on the characterisation of Hausdorff spaces as those whose diagonal is closed in the
product topology. Let us recall that a localic map f : X → Y is closed if it satisfies the
dual Frobenius law

∀u ∈ OX, ∀v ∈ OY, f∗(u ∨ f ∗v) = f∗u ∨ v. (1)

With this terminology, a locale X is

compact if whenever a directed supremum
∨

i∈I ui, with {ui | i ∈ I} ⊆ OX, equals the
top element 1 ∈ OX, then ui = 1 for some i ∈ I.

Hausdorff if its diagonal X → X ×X is closed.4

The full subcategory of Loc defined by compact Hausdorff locales is denoted by
CHLoc. An important fact is that every localic map f between compact Hausdorff
locales is proper, i.e. f is closed and f∗ preserves directed suprema. More generally, every
localic map from a compact locale to a Hausdorff one is proper, see [29, Corollary 4.4].

This yields a useful criterion for a morphism in CHLoc to be a localic surjection. In
fact, as an immediate consequence of eq. (1), a closed localic map f is surjective whenever
it is dense, i.e. f∗(0) = 0. Therefore,

Lemma 2.1. Any dense localic map between compact Hausdorff locales is surjective.

Remark 2.2. Although we shall not need this fact, we point out that a proper localic
map is surjective precisely when it is dense, hence the converse implication in Lemma 2.1
holds as well.

Throughout, we shall rely on the following characterisation of monomorphisms and
regular epimorphisms in CHLoc; for a proof, see e.g. [28, §3.6].

Lemma 2.3. The following statements hold for any morphism f in CHLoc:

(a) f is a monomorphism if, and only if, it is a localic injection.
(b) f is a regular epimorphism if, and only if, it is a localic surjection.

3Recall that a monomorphism m is extremal if whenever m = h · e with e an epimorphism, then e is
an isomorphism. Extremal subobjects are equivalence classes of extremal monomorphisms with common
codomain; cf. Section 2.2 for the notion of (plain) subobject.

4This notion is sometimes referred to as strongly Hausdorff or I-Hausdorff in the literature, cf. e.g. [9,
11] and [22], respectively.
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Remark 2.4. We will see in Section 2.2.2 below that CHLoc is a pretopos and every
epimorphism in a pretopos is regular; hence, all epimorphisms in CHLoc are regular and
they coincide with the localic surjections.

We next recall some further properties of locales that will be useful in the following: a
locale X is

regular if every u ∈ OX is the supremum of those v ∈ OX that are well inside it, i.e.
such that ¬v ∨ u = 1.

normal if whenever a∨b = 1 ∈ OX, there are u, v ∈ OX such that a∨u = 1, b∨v = 1
and u ∧ v = 0.

subfit if every open sublocale of X is a join of closed ones. In terms of nuclei, if for
all u ∈ OX

ou =
∧

{cv | v ∈ OX, ou ≤ cv}.

Proposition 2.5. Let X be a compact locale. The following statements are equivalent:

(1 ) X is Hausdorff.
(2 ) X is regular.
(3 ) X is normal and subfit.

Proof. Compact Hausdorff locales coincide precisely with the compact regular ones, see
e.g. [24, Proposition 4.5 and Theorem 6.4], hence (1)⇔ (2). Further, every regular locale
is subfit (cf. [9, 2.3]) and every compact regular locale is normal (see e.g. [22, VII.2.2]),
thus (2) ⇒ (3). Finally, (3) ⇒ (2) because every normal subfit locale is regular, see e.g.
[24, Proposition 4.4]. �

2.1.3. Frames of ideals. Let L be a (bounded) distributive lattice. Recall that an ideal
on L is a subset I ⊆ L such that

(i) I is closed under finite suprema, i.e. 0 ∈ I and x ∨ y ∈ I whenever x, y ∈ I;
(ii) I is downward closed, i.e. for all x, y ∈ L such that x ≤ y, if y ∈ I then x ∈ I.

The set Idl(L) of all ideals on L, ordered by set-theoretic inclusion, is a frame. Further,
if h : L→M is a lattice homomorphism between distributive lattices, then the map

Idl(h) : Idl(L)→ Idl(M), I 7→ ↓h[I] := {y ∈M | ∃x ∈ I such that y ≤ h(x)}

is a frame homomorphism. If DLat denotes the category of (bounded) distributive lat-
tices and lattice homomorphisms, these assignments yield a functor

Idl : DLat→ Frm (2)

which is left adjoint to the forgetful functor Frm → DLat. The unit L → Idl(L) of
the adjunction sends an element x ∈ L to the principal ideal ↓x, and is clearly injective.
Thus, if L is a distributive lattice and M is a frame, any lattice homomorphism L→M
admits a unique extension to a frame homomorphism Idl(L)→M .

Consider now the restriction of the functor in eq. (2) to the full subcategory BA of
DLat defined by Boolean algebras. The frames (isomorphic to one) of the form Idl(B),
with B a Boolean algebra, are known as Stone frames. These can be characterised as the
distributive lattices L such that the map

ϕL : L→ Idl(B(L)), x 7→ {c ∈ B(L) | c ≤ x} (3)

is an order isomorphism, where B(L) denotes the Boolean center of L, i.e. the Boolean
algebra of complemented elements of L. The locales corresponding to Stone frames are
referred to as Stone locales.
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Remark 2.6. Although we shall not need this fact, let us mention in passing that the
category BA of Boolean algebras is dually equivalent to the full subcategory of Loc
defined by Stone locales. This is a localic version of the celebrated Stone duality between
Boolean algebras and Stone spaces (i.e., zero-dimensional compact Hausdorff spaces) [27].

The inclusion functor CHLoc →֒ Loc has a left adjoint β : Loc→ CHLoc, known as
the localic Stone-Čech compactification functor. When X is a locale whose corresponding
frame is a Boolean algebra B, the frame O(βX) is isomorphic to Idl(B), see e.g. [1,
p. 310]. For an arbitrary locale Y , the frame O(βY ) can be identified with a subframe
of Idl(OY ), cf. [1, Proposition 3]. It follows that CHLoc is a complete and cocomplete
category: in fact, CHLoc is closed under limits in Loc, and colimits in CHLoc can be
computed by first taking the colimit in Loc and then applying the functor β.

2.2. Regular and coherent categories, and pretoposes. Fix an arbitrary category
K. Given an object X ∈ K, we may define a relation on the collection of all monomor-
phisms with codomain X by asserting that

(m1 : S1  X) ≤ (m2 : S2  X)

if, and only if, there is a morphism u : S1 → S2 satisfying m2 · u = m1. It is easily
seen that this relation is a preorder, and so its symmetrisation is an equivalence relation.
Explicitly, we have that monomorphisms m1 and m2 as above are equivalent precisely
when there exists an isomorphism u : S1 → S2 satisfying m2 ·u = m1. Equivalence classes
with respect to this equivalence relation are called subobjects of X, and form a collection
Sub(X) partially ordered by the obvious relation induced by the preorder ≤, that we shall
denote again by ≤. We will often identify a subobject of X with any of its representatives
m : S  X, and sometimes even with just the domain S of such a representative.

There is, a priori, no reason for Sub(X) to be a set, as opposed to a proper class.
Categories in which every object has only a set of subobjects are called well-powered. For
instance, the category Loc is not well-powered, see e.g. [22, p. 70]. Yet, all the (generic)
categories considered in this paper are assumed to be well-powered.

If K has pullbacks, each poset Sub(X) is a ∧-semilattice with top element, where the
meet of two subobjects is given by their pullback (recall that monomorphisms are stable
under pullback), and the top element by the identity arrow X → X. Moreover, every
morphism f : X → Y in K induces a ∧-semilattice homomorphism

f−1 : Sub(Y )→ Sub(X)

preserving the top element, which sends a subobject m : S  Y to the pullback of m
along f . In fact, this assignment yields a functor

Sub: Kop → SLat

into the category of ∧-semilattices and ∧-semilattice homomorphisms preserving the top
elements. As suggested by the notation, f−1 may be thought of as the preimage map
associated with f .

Example 2.7. In CHLoc, the subobjects of a compact Hausdorff locale can be identified
with its closed sublocales (see e.g. [28, p. 92]). Further, the preimage map f−1 : Sub(Y )→
Sub(X) corresponding to an arrow f : X → Y in CHLoc can be described, in terms of
nuclei, as the order-dual of the map f− : NY → NX (defined in Section 2.1.1) restricted
to closed nuclei. In other words, for all v ∈ OY , f−1 sends the closed sublocale of Y
corresponding to the nucleus cv to the closed sublocale of X corresponding to cf∗v.
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2.2.1. Regular and coherent categories. We shall now focus on two classes of categories,
namely regular and coherent categories, defined by properties of the corresponding func-
tors of subobjects Sub: Kop → SLat. Suppose that K is a category admitting pullbacks.
For every arrow f : X → Y in K, the preimage map f−1 : Sub(Y ) → Sub(X) is right
adjoint if, and only if, for every subobject m : S  X there exists a smallest subobject
of Y through which f ·m factors. If such a subobject of Y exists, we shall denote it by
f [S] and refer to it as the image of S under f . Suppose for a moment that f−1 is right
adjoint. In that case, we shall write

f [−] : Sub(X)→ Sub(Y )

for its left adjoint—the image map associated with f . In particular, upon considering
the identity X → X, we see that f admits an image factorisation

X → f [X]  Y. (4)

We say that f has a pullback-stable image if, for any morphism g : Z → Y , taking the
pullback of diagram (4) along g yields the image factorisation of the pullback of f along g.

Definition 2.8. A category is regular if it has finite limits and every morphism has a
pullback-stable image.

Given an arrow f : X → Y in a regular category, the morphism X → f [X] in eq. (4)
is a regular epimorphism. In fact, every regular category admits a (regular epimorphism,
monomorphism) factorisation system given by image factorisations. The following prop-
erties of regular categories will be useful in the following; for a proof, see e.g. [3, Propo-
sitions 3.8 and 3.9, p. 142].

Lemma 2.9. Let K be a regular category and let f be a morphism in K.

(a) If f is a monomorphism then f [−] is injective.
(b) If f is a regular epimorphism then f [−] is surjective.

We shall now look at the case where the functor of subobjects corestricts to the category
DLat of distributive lattices.

Definition 2.10. A coherent category is a regular category in which every poset (in fact,
∧-semilattice) of subobjects has finite joins and, for every morphism f : X → Y , the
preimage map

f−1 : Sub(Y )→ Sub(X)

preserves them.

Example 2.11. The category CHLoc of compact Hausdorff locales is coherent (in fact,
even a pretopos, see Example 2.13 below). On the other hand, Loc is not regular, let
alone coherent, as its regular epimorphisms are not even stable under composition [25,
Corollary 3.7].

For every object X of a coherent category K, its poset of subobjects Sub(X) is a
distributive lattice (see e.g. [12, Lemma A.1.4.2]), and the preimage maps f−1 are lattice
homomorphisms. Therefore, the functor Sub: Kop → SLat corestricts to a functor

Sub: Kop → DLat.

Every coherent category has an initial object 0 and the latter is strict, meaning that
every morphism X → 0 is an isomorphism; for a proof, see e.g. [12, Lemma A.1.4.1].
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2.2.2. Pretoposes. A central notion for this paper is that of pretopos, which can regarded
as a special type of coherent category. Recall that a category is said to be

positive if finite coproducts exist and are disjoint, i.e. the pullback of any coproduct
diagram X → X + Y ← Y yields the initial object 0.

effective if it is regular and every internal equivalence relation is the kernel pair of its
coequaliser.5

Definition 2.12. A pretopos is a positive and effective coherent category.

Equivalently, a pretopos can be defined as an effective category with finite coproducts
that is extensive; recall that, in the presence of finite coproducts and pullbacks, a category
is extensive precisely when binary coproducts are disjoint and universal, i.e. the pullback
of a coproduct diagram X → X + Y ← Y along any morphism yields a coproduct
diagram. See [5, Proposition 2.14].

Example 2.13. The category CHLoc of compact Hausdorff locales is a pretopos; see
[28, Theorem 3.6.3] for the fact that CHLoc is regular, and [15, Theorem 4.4] for the re-
maining properties. Note that, in view of Lemma 2.3, the factorisation system on CHLoc
determined by image factorisations is given by (localic surjections, localic injections).

All epimorphisms in a pretopos are regular. In particular, pretoposes are balanced
categories, meaning that every arrow that is both monic and epic must be an isomorphism.
See e.g. [12, Corollary A.1.4.9] for a proof of these statements.

In the remainder of this section, we recall some well known facts about cartesian func-
tors and pretopos morphisms. A functor F : C → D between finitely complete categories
is cartesian provided it preserves finite limits. In particular, since F preserves monomor-
phisms, for every object X ∈ C there is a well-defined (monotone) map

Sub(X)→ Sub(FX), (m : S  X) 7→ (Fm : FS  FX). (5)

We shall say that F is full on subobjects (respectively, bijective on subobjects) if the
previous map is surjective (respectively, bijective) for all objects X ∈ C. Moreover, recall
that a functor is conservative if it reflects isomorphisms.

A pretopos morphism is a cartesian functor between pretoposes that preserves finite
coproducts and coequalisers of internal equivalence relations. For the following charac-
terisation of pretopos morphisms, see [19, Proposition 2.4.4].

Lemma 2.14. A functor between pretoposes is a pretopos morphism precisely when it is
coherent, i.e. it preserves finite limits, regular epimorphisms and finite joins of subobjects.

The following conditions are equivalent for any pretopos morphism F : C → D:

(1) F is faithful;
(2) F is conservative;
(3) For all objects X ∈ C, the map in eq. (5) is injective.

Just observe that, as faithful functors reflect epimorphisms and monomorphisms, a faith-
ful functor defined on a balanced category is conservative. Hence, (1) ⇒ (2). For the
implication (2) ⇒ (3), cf. e.g. [20, p. 125], while (3) ⇒ (1) follows by considering the
equaliser of any pair of parallel maps in C identified by F .

Let us say that a pretopos morphism is an embedding if it is full and faithful. Com-
bining the previous characterisation of faithful pretopos morphisms with the fact that a
conservative cartesian functor is full whenever it is full on subobjects (cf. e.g. [19, p. 262]),
we obtain the following criterion for a pretopos morphism to be an embedding.

5The kernel pair of a morphism f is the pullback of f along itself. Effective categories are also called
Barr-exact; for a more thorough treatment, see e.g. [3] or [4, §2.5–2.6].
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Lemma 2.15. A pretopos morphism is an embedding provided it is bijective on subobjects.

With regard to essential surjectivity, let us say that a pretopos morphism

F : C → D

covers an object d ∈ D if there exist an object c ∈ C and a (regular) epimorphism Fc ։ d.
Further, F covers its codomain if it covers each object of D. For the next observation,
cf. the proof of [19, Lemma 2.4.6].

Lemma 2.16. Let F : C → D be a pretopos morphism that is full on subobjects. If an
object d ∈ D is covered by F then it belongs to the essential image of F , i.e. there exist
c ∈ C and an isomorphism Fc ∼= d.

Combining Lemmas 2.15 and 2.16, we see that a pretopos morphism is an equivalence
precisely when it is an embedding that covers its codomain.

3. Filtral categories and the subobject functor into CHLoc

3.1. Filtral categories. Since the category of compact Hausdorff locales is coherent
(and even a pretopos, see Example 2.13), there is a functor

Sub: CHLocop → DLat.

Note that, for every X ∈ CHLoc, Sub(X)op is isomorphic to the frame of closed nuclei
on X (cf. Example 2.7), and the latter frame is isomorphic to OX via the map u 7→ cu.
In fact, when regarded as a functor into the category of (compact Hausdorff) locales, the
functor Sub(−)op is naturally isomorphic to the identity functor of CHLoc, i.e.

Sub(−)op : CHLoc→ CHLoc

is an equivalence of categories.
We shall exploit the previous observation to tackle the problem of characterising, up to

equivalence, the category of compact Hausdorff locales. To this end, we recall from [21]
the notion of filtral category.6 To start with, consider a (bounded) distributive lattice L
and denote by B(L) its Boolean center. Recall from eq. (3) the monotone map

ϕL : L→ Idl(B(L)), ϕL(u) := {c ∈ B(L) | c ≤ u}.

The lattice L is said to be filtral if ϕL is an order isomorphism. By extension, we say that
an object X of a coherent category is filtral if the lattice Sub(X)op is filtral. Equivalently,
X is filtral if, and only if, Sub(X)op is a Stone locale (cf. Section 2.1.3).

Definition 3.1. A category is filtral if it is coherent and each of its objects is covered by a
filtral one, i.e. for every object X there exist a filtral object S and a regular epimorphism
S ։ X.

Example 3.2. The category CHLoc is filtral; this amounts to the well-known fact that
every compact Hausdorff locale is the localic image of a Stone locale, e.g. via its Gleason
cover (see [10] or [13, §D4.6]).

The notion of filtrality for coherent categories was introduced in [21] to obtain a charac-
terisation of the category CHSp of compact Hausdorff spaces and continuous maps which
we now recall. Let us say that a category C is non-trivial if it admits two non-isomorphic
objects (in Section 4.3 below we shall consider a different notion of non-triviality that
is better suited for a constructive approach). If C has a terminal object then it is well-
pointed if, for all morphisms f, g : X → Y in C, if f ·p = g ·p for all morphisms p : 1→ X,
then f = g.

6The definition given here differs slightly from the original one, as in the present article we opted to
work with ideals rather than filters; the ensuing definitions are easily seen to be equivalent.
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Theorem 3.3 ([21, Theorem 5.1]). Up to equivalence, CHSp is the unique non-trivial
well-pointed pretopos that is filtral and has all set-indexed copowers of its terminal object.

It was shown in [21, Lemma 4.4] that, if K is a filtral category, the subobject functor

Sub: Kop → DLat

corestricts to the category of coframes and coframe homomorphisms. Hence, for every
object X ∈ K, the order-dual Sub(X)op of Sub(X) is a frame and we have a functor
Kop → Frm sending an object X ∈ K to Sub(X)op and a morphism f : X → Y to f−1,
now seen as a frame homomorphism Sub(Y )op → Sub(X)op. When passing to the order-
duals, the adjoint pair f [−] ⊣ f−1 : Sub(Y )→ Sub(X) yields an adjoint pair

f−1 ⊣ f [−] : Sub(X)op → Sub(Y )op,

thus we can regard f [−] : Sub(X)op → Sub(Y )op as a localic map. To sum up,

Lemma 3.4. Let K be a filtral category. The assignments X 7→ Sub(X)op and f 7→ f [−]
define a functor K → Loc into the category of locales.

In the remainder of this section, we shall establish some basic properties of the functor
K → Loc, starting with the key fact that it factors through the inclusion CHLoc →֒ Loc
(Proposition 3.7). This relies on a localic analogue of the topological result stating that
the closed quotient of a compact Hausdorff space is compact and Hausdorff.

3.2. Closed images of compact Hausdorff locales are compact Hausdorff. It is
well known that the localic image of a compact locale is compact. The next proposition
shows that the image of a compact Hausdorff locale under a closed localic map is also
Hausdorff.7

Proposition 3.5. If f : Y ։ X is a closed localic surjection and Y is compact Hausdorff,
then so is X.

Proof. The localic image of a compact locale is compact, see e.g. [22, VII.1.3], hence X is
compact. By Proposition 2.5, it suffices to prove that X is normal and subfit whenever
so is Y . It is well known that normality is preserved under closed localic surjections, see
e.g. [23, VII.1.6], hence it remains to show that X is subfit whenever so is Y .

Let j = ou correspond to an open sublocale U of X. Then the inverse image of U
under f , as a sublocale of Y , corresponds to the nucleus f−j = of∗u. Since Y is subfit,
there is a set {vi | i ∈ I} ⊆ OY such that of∗u =

∧

i∈I cvi
in the frame of nuclei on OY ,

i.e. the inverse image of U is a join of closed sublocales of Y . Hence we have

f+f−j = f+(
∧

i∈I

cvi
) =

∧

i∈I

f+cvi
.

As f is a closed localic map, f+cvi
= cf∗vi

for all i ∈ I. Thus, the previous equation
exhibits the sublocale of X corresponding to f+f−j as a join of closed sublocales. We
claim that j = f+f−j. The inequality j ≤ f+f−j holds for all nuclei (not just the open
ones). On the other hand, for all w ∈ OX we have

f+f−j(w) ≤ j(w)

⇐⇒ f∗(f
∗u→ f ∗w) ≤ u→ w

⇐⇒ f∗(f
∗u→ f ∗w) ∧ u ≤ w

⇐⇒ f ∗f∗(f
∗u→ f ∗w) ∧ f ∗u ≤ f ∗w

⇐⇒ f ∗f∗(f
∗u→ f ∗w) ≤ f ∗u→ f ∗w,

7As we were not able to find this result in the literature, we offer a proof that essentially amounts to
showing that subfitness is preserved under closed localic surjections.
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which is always satisfied; note that the third equivalence holds because f is a localic
surjection and so the corresponding frame homomorphism f ∗ reflects the order.

This shows that the open sublocale U corresponding to the nucleus j is a join of closed
sublocales, and so X is subfit. �

We record the following consequence of Proposition 3.5 (even though it is not needed
in the present work) as we believe it may be of independent interest. To this end, recall
that a localic map Z → X is separated if the restricted diagonal Z → Z ×X Z is closed.

Corollary 3.6. Consider a commutative triangle

Z Y

X

f

h g

in the category of locales, with f a closed localic surjection. If h is proper and separated,
then so is g. If, in addition, X is Hausdorff then so is Y .

Proof. We apply Proposition 3.5 internally in the category Loc(Sh(X)) of locales in the
sheaf topos Sh(X), using the equivalence

I : Loc/X Loc(Sh(X)).≃

See e.g. [13, Theorem C1.6.3]. Under this equivalence, a localic map ℓ : W → X corre-
sponds to the internal locale I(ℓ) in Sh(X) (called its internalization) whose correspond-
ing internal frame is given, as a sheaf, by

∀u ∈ OX, O I(ℓ)(u) := {v ∈ OW | v ≤ ℓ∗u}.

Further, a morphism k in Loc/X is taken to the natural transformation whose component
at each u ∈ OX is the localic map given by the appropriate restriction of k∗ (and thus
has a left adjoint which, at each u ∈ OX, acts as the restriction of k∗).

We claim that the internal localic map I(f) in Sh(X) is a closed surjection, where
f is the localic map in the statement. Recall that localic surjections are precisely the
epimorphisms in Loc, and the forgetful functor Loc/X → Loc (preserves and) reflects
colimits. Hence, f is an epimorphism in Loc/X. It follows that I(f) is an epimorphism in
Loc(Sh(X)), i.e. an internal localic surjection in Sh(X). As f is closed, each component
of the natural transformation I(f) satisfies the dual Frobenius law; since the latter is
finitary equational, and the evaluation functors evu : Sh(X) → Set for u ∈ OX are
collectively faithful, I(f) satisfies the dual Frobenius law as well. So, I(f) is a closed
localic surjection internally in Sh(X).

Now, suppose that h is proper and separated. A localic map ℓ : W → X is proper and
separated precisely when I(ℓ) is a compact Hausdorff internal locale in Sh(X), cf. e.g.
[13, p. 634]. Therefore, applying Proposition 3.5 to the internal localic map I(f), we see
that g is also proper and separated. Finally, assume that X is Hausdorff. Note that the
diagonal ∆Y : Y → Y × Y can be decomposed as

Y → Y ×X Y → Y × Y,

where the restricted diagonal Y → Y ×X Y is closed because g is proper and separated. In
turn, the inclusion Y ×X Y → Y ×Y is closed because it is the inverse image (g×g)−1(∆X)
of the diagonal of X, which is closed since X is Hausdorff. This shows that ∆Y is closed,
i.e. Y is Hausdorff. �
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3.3. The functor S : K → CHLoc. As promised, we show that the functor K → Loc,
defined as in Lemma 3.4 for any filtral category K, factors through the inclusion func-
tor CHLoc →֒ Loc. To avoid confusion, throughout we shall denote by ⊑ the order
on Sub(X) dual to ≤. That is, for all S, T ∈ Sub(X),

S ≤ T in Sub(X) ⇐⇒ T ⊑ S in Sub(X)op.

Further, we shall denote infima and suprema in Sub(X)op by ⊓ and ⊔, respectively, to
distinguish them from infima and suprema in Sub(X).

Proposition 3.7. Let K be a filtral category. The functor K → Loc in Lemma 3.4
corestricts to a functor S : K → CHLoc into the category of compact Hausdorff locales.
Moreover, S preserves monomorphisms and regular epimorphisms.

Proof. Recall that the image of a morphism f : X → Y in K under the functor K → Loc
in Lemma 3.4 is the localic map

f [−] : Sub(X)op → Sub(Y )op

whose left adjoint is the frame homomorphism f−1 : Sub(Y )op → Sub(X)op. The localic
map f [−] is closed because, in any regular category, the Frobenius law

f [U ∧ f−1(V )] = f [U ] ∧ V

holds at the level of subobject lattices, see e.g. [12, Lemma A1.3.3], and thus for the
order-dual lattices of subobjects we have f [U ⊔ f−1(V )] = f [U ] ⊔ V .

We claim that, for any object X of K, the locale Sub(X)op is compact Hausdorff. Since
K is filtral, there is a regular epimorphism e : S ։ X with S filtral. The localic map
e[−] : Sub(S)op → Sub(X)op is closed by the first part of the proof, and is a localic surjec-
tion by Lemma 2.9(b). Now, Sub(S)op is a Stone locale (in particular, compact Hausdorff)
because S is filtral, hence the locale Sub(X)op is compact Hausdorff by Proposition 3.5.

This shows that the functor K → Loc corestricts to a functor K → CHLoc. The
fact that the latter preserves monomorphisms and regular epimorphisms is an immediate
consequence of Lemmas 2.3 and 2.9. �

The remainder of this paper is devoted to the study of the functor S : K → CHLoc,
for K a filtral category possibly satisfying some extra conditions. Throughout, if X is an
object of K, the notation Sub(X)op will refer to the frame of subobjects of X partially
ordered by ⊑. The locale corresponding to Sub(X)op will always be denoted by S (X).

We conclude this section by showing that the functor S is bijective on subobjects. In
view of Proposition 3.7 (more precisely, of the fact that S preserves monomorphisms),
for every object X of a filtral category K there is a well-defined map

Sub(X)→ Sub(S (X)), (6)

(m : Y  X) 7→ (S (m) = m[−] : S (Y )  S (X))

which is clearly monotone.

Lemma 3.8. For every object X of a filtral category K, the map in (6) is an order
isomorphism. In particular, the functor S : K → CHLoc is bijective on subobjects.

Proof. Recall that Sub(S (X)) is order-dual to the lattice of closed nuclei on Sub(X)op.
Now, denote by α the map in eq. (6) and consider a subobject m : Y  X. The frame

homomorphism α(m)∗ : Sub(X)op → Sub(Y )op corresponding to the localic injection
α(m) sends S to Y ⊔ S, and its right adjoint α(m)∗ is the inclusion map. Therefore,
the sublocale of S (X) represented by α(m) corresponds to the closed nucleus cY on the
frame Sub(X)op. In particular, it follows that α is surjective. To conclude that α is an
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order isomorphism it suffices to show that it reflects the order, i.e. that cY2
≤ cY1

entails
Y1 ≤ Y2 in Sub(X). In turn, this follows at once by evaluating the nuclei at 0:

Y2 = cY2
(0) ⊑ cY1

(0) = Y1. �

4. Faithfulness and preservation of finite limits

Let K be a filtral category. Our aim in this section consists in identifying conditions on
K ensuring that the functor S : K → CHLoc preserves finite limits; equivalently, that
it preserves equalisers, binary products, and the terminal object.

4.1. Enough subobjects and preservation of equalisers. To start with, we shall
postulate that S is faithful; this can be stated as a first-order axiom in the language of
categories in the following way:

∀f, g : X → Y ((∀i : U  X, f [U ] = g[U ])⇒ f = g)). (7)

Definition 4.1. A regular category has enough subobjects if it satisfies condition (7).

Example 4.2. The category CHLoc has enough subobjects. Just observe that, for any
localic map f : X → Y between compact Hausdorff locales, since a subobject U of X can
be identified with a closed sublocale of X, which in turn corresponds to a nucleus cu for
some u ∈ OX, the image f [U ] corresponds to the nucleus f+cu. As f is closed, the latter
nucleus coincides with cf∗u. Thus, given another localic map g : X → Y , f [U ] = g[U ]
implies cf∗u = cg∗u, which in turn entails f∗u = g∗u. It follows that, if f [U ] = g[U ] for all
subobjects U of X, then f = g.

The following easy observation will imply that S preserves equalisers:

Lemma 4.3. Let C,D be categories with equalisers and let F : C → D be a faithful
functor that preserves monomorphisms and such that, for all a ∈ C, the canonical map
Sub(a)→ Sub(Fa) is an order isomorphism. Then F preserves equalisers.

Proof. Consider an equaliser diagram in C as displayed below

e a bi
f

g

and let

q Fa Fbk
F f

F g

be an equaliser of Ff and Fg in D. As Fi equalises Ff and Fg, the universal property
of q entails that Fi ≤ k in Sub(Fa). Since Sub(a)→ Sub(Fa) is an order isomorphism,
there exists a subobject j : d  a such that i ≤ j in Sub(a) and Fj = k in Sub(Fa). But
then Ff · Fj = Fg · Fj implies f · j = g · j by faithfulness of F , and so by the universal
property of e we have j ≤ i. Thus i = j in Sub(a). We conclude that Fi = k in Sub(Fa),
showing that Fi is an equaliser of Ff and Fg. �

We therefore deduce the next proposition from Lemma 4.3, combined with Proposi-
tion 3.7 and Lemma 3.8.

Proposition 4.4. If K is a filtral category with enough subobjects, the functor S : K →
CHLoc preserves equalisers.
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4.2. Binary products: compatible filtrality. We now discuss the preservation of
binary products by the functor S : K → CHLoc. To this end, we shall assume that K
satisfies an additional property, namely that it is compatibly filtral. In Proposition 6.8
below we shall see that this property holds whenever the terminal object of K has precisely
two subobjects.

Definition 4.5. A category K is said to be compatibly filtral if it is filtral and, for all
filtral objects S1, S2 ∈ K, the canonical homomorphism of Boolean algebras

B(Sub(S1)) + B(Sub(S2))→ B(Sub(S1 × S2)) (8)

is injective.

Example 4.6. The category CHLoc is compatibly filtral: let B1 and B2 be Boolean
algebras, and let S1 and S2 be the Stone locales corresponding to the frames Idl(B1) and
Idl(B2), respectively. It suffices to show the canonical Boolean algebra homomorphism

B(Sub(S1)
op) + B(Sub(S2)

op)→ B(Sub(S1 × S2)
op).

is injective (cf. the proof of Lemma 4.9 below). Since Sub(X)op ∼= OX for all com-
pact Hausdorff locales X, and the functor of ideals preserves coproducts, the previous
homomorphism can be identified with

B(Idl(B1)) + B(Idl(B2))→ B(Idl(B1 + B2)).

It is not difficult to see that B(Idl(B)) ∼= B for every Boolean algebra B (this can be
regarded as part of the duality between Boolean algebras and Stone locales, cf. Remark 2.6
and also [11, §II.3]), hence the previous map is an isomorphism of Boolean algebras.

To clarify the relation between compatible filtrality and preservation of products by
S , let us observe the following general fact:

Lemma 4.7. Let F : C → D be a functor with C finitely complete and D regular. Assume
that F preserves equalisers and, for any product diagram

X X × Y Y
π1 π2

in C, the canonical arrow

〈Fπ1, Fπ2〉 : F (X × Y )→ FX × FY

is a regular epimorphism. Then F preserves binary products.

Proof. It suffices to show that the canonical morphism 〈Fπ1, Fπ2〉 in the statement is
monic. To this end, consider a commutative diagram

T F (X × Y ) FX × FY.
v

u 〈F π1,F π2〉

We must prove that u = v. Let

X × Y (X × Y )× (X × Y ) X × Y
p1 p2

be a product diagram in C and consider the pullback of 〈u, v〉 along 〈Fp1, Fp2〉:

T ′ F (X × Y ×X × Y )

T F (X × Y )× F (X × Y )

w

e
y

〈F p1,F p2〉

〈u,v〉
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The morphism 〈Fp1, Fp2〉 is a regular epimorphism by assumption, hence so is e. By the
commutativity of the previous square we have Fp1 · w = u · e and Fp2 · w = v · e, thus

Fπ1 · Fp1 · w = Fπ1 · u · e = Fπ1 · v · e = Fπ1 · Fp2 · w

and similarly Fπ2 ·Fp1 ·w = Fπ2 ·Fp2 ·w. In other words, w equalises the pairs of arrows
(F (π1 · p1), F (π1 · p2)) and (F (π2 · p1), F (π2 · p2)). If (E1, m1) is the equaliser of

π1 · p1, π1 · p2 : (X × Y )× (X × Y )→ X × Y → X,

and (E2, m2) is the equaliser of

π2 · p1, π2 · p2 : (X × Y )× (X × Y )→ X × Y → Y,

since F preserves equalisers there are unique arrows w1 : T ′ → FE1 and w2 : T ′ → FE2

satisfying, respectively, w = Fm1 · w1 and w = Fm2 · w2.
Consider the product diagram

E1 E1 × E2 E2
q1 q2

and the pullback of 〈w1, w2〉 along 〈Fq1, F q2〉, as displayed below.

T ′′ F (E1 × E2)

T ′ FE1 × FE2

w′′

e′
y

〈F q1,F q2〉

〈w1,w2〉

Since 〈Fq1, F q2〉 is a regular epimorphism by assumption, so is e′. Now, let (E, m) be
the equaliser of

m1 · q1, m2 · q2 : E1 × E2 → (X × Y )× (X × Y ).

We claim that w′′ equalises the pair (F (m1 · q1), F (m2 · q2)). Just observe that

Fm1 · Fq1 · w
′′ = Fm1 · w1 · e

′ = w · e′ (9)

and, in a similar fashion,

Fm2 · Fq2 · w
′′ = Fm2 · w2 · e

′ = w · e′. (10)

As F preserves equalisers, there is a unique morphism z : T ′′ → FE such that w′′ = Fm·z.
Therefore, we have

u · e · e′ = Fp1 · w · e
′

= Fp1 · Fm1 · Fq1 · w
′′ eq. (9)

= Fp1 · Fm1 · Fq1 · Fm · z.

A similar argument, using eq. (10), shows that

v · e · e′ = Fp2 · Fm2 · Fq2 · Fm · z.

Since the composite e · e′ is a (regular) epimorphism, in order to conclude that u = v it
is enough to show that p1 ·m1 · q1 ·m = p2 ·m2 · q2 ·m. In turn, this follows at once by
observing that

π1 · p1 ·m1 · q1 ·m = π1 · p2 ·m1 · q1 ·m = π1 · p2 ·m2 · q2 ·m

and

π2 · p1 ·m1 · q1 ·m = π2 · p1 ·m2 · q2 ·m = π2 · p2 ·m2 · q2 ·m. �
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Remark 4.8. If the category D in Lemma 4.7 is a pretopos, then the epimorphicity of the
canonical morphisms 〈Fπ1, Fπ2〉 : F (X × Y ) → FX × FY , along with the preservation
of equalisers, implies that F is a flat functor into a pretopos. In this situation, the fact
that F preserves binary products can be deduced from general considerations about such
functors, cf. [14]. The argument above is an elementary adaptation of the general one.

Thus, by Lemma 4.7, in order to prove that S preserves binary products we can reduce
ourselves to showing that the canonical maps S (X × Y ) → S (X) ×S (Y ) are localic
surjections. In the next lemma, we shall see that compatible filtrality amounts precisely
to this condition in the case where X and Y are filtral objects.

Lemma 4.9. The following statements are equivalent for any filtral category K:

(1 ) K is compatibly filtral.
(2 ) For any two filtral objects S1, S2 ∈ K, the canonical map

p : S (S1 × S2)→ S (S1)×S (S2)

is a localic surjection.

Proof. Note that, for any distributive lattice L and Boolean algebras B1, B2,

B(Lop) ∼= B(L)op and Bop
1 + Bop

2
∼= (B1 + B2)

op.

Thus, the Boolean algebra homomorphism in eq. (8) is injective precisely when so is the
following one:

µ : B(Sub(S1)
op) + B(Sub(S2)

op)→ B(Sub(S1 × S2)
op).

The Boolean center construction yields a right adjoint to the inclusion BA →֒ DLat,
and so the restricted functor of ideals Idl : BA → Frm is left adjoint because it is the
composition of two left adjoint functors (cf. Section 2.1.3):

BA DLat Frm.Idl

In particular, Idl : BA → Frm preserves colimits. Further, direct inspection shows that
it preserves and reflects monomorphisms. Hence, µ is injective, if and only if, its image

Idl(µ) : Idl(B(Sub(S1)
op)) + Idl(B(Sub(S2)

op))→ Idl(B(Sub(S1 × S2)
op))

under the functor Idl : BA→ Frm is an injective frame homomorphism.
Since S1 and S2 are filtral objects, the domain of Idl(µ) can be identified with the

frame Sub(S1)
op + Sub(S2)

op. We thus have a commutative diagram as follows,

Sub(S1)
op + Sub(S2)

op Idl(B(Sub(S1 × S2)
op))

Sub(S1 × S2)
op

p∗

Idl(µ)

λ∗

where p∗ is the frame homomorphism corresponding to the localic map p in item (2),
and λ∗ is the unique frame homomorphism (induced by the universal property of the left
adjoint Idl : DLat→ Frm) extending the inclusion of distributive lattices

B(Sub(S1 × S2)
op) →֒ Sub(S1 × S2)

op.

Note that the codomain of the localic map p is given by a product in CHLoc, whereas
the coproduct Sub(S1)

op + Sub(S2)
op is computed in the category Frm; however, the two

are dual to each other because CHLoc is closed under limits in Loc (see Section 2.1.3).
Now, the right adjoint λ∗ of λ∗ sends S ∈ Sub(S1 × S2)

op to the ideal

λ∗(S) := {U ∈ B(Sub(S1 × S2)
op) | U ⊑ S}.
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It follows that λ∗(0) = 0 and so, by Lemma 2.1, λ∗ is injective. The statement of the
lemma follows by observing that, since λ∗ · Idl(µ) = p∗ and λ∗ is injective, Idl(µ) is
injective if, and only if, p∗ is injective, i.e. p is a localic surjection. �

Proposition 4.10. Let K be a compatibly filtral category with enough subobjects. The
functor S : K → CHLoc preserves binary products.

Proof. In view of Proposition 4.4 and Lemma 4.7, it suffices to show that for any two
objects X and Y of K, the canonical map

S (X × Y )→ S (X)×S (Y )

is a localic surjection.
Consider regular epimorphisms ε1 : S1 ։ X and ε2 : S2 ։ Y such that S1 and S2

are filtral objects. Since S preserves regular epimorphisms by Proposition 3.7, and the
product of regular epimorphisms in a regular category is again a regular epimorphism
(see e.g. [3, Proposition 1.12, p. 134]), we obtain a commutative square as follows,

S (S1 × S2) S (S1)×S (S2)

S (X × Y ) S (X)×S (Y )

S (ε1×ε2) S (ε1)×S (ε2)

where the horizontal arrows are the canonical ones. The top horizontal arrow is a localic
surjection by Lemma 4.9, hence the bottom horizontal one is also a localic surjection. �

4.3. Terminal object: non-triviality. Concerning the preservation of the terminal
object, we note the following:

Lemma 4.11. Let F : C → D be a functor. Suppose C and D admit finite products and
D has (regular epi, mono) factorisations. If F preserves binary products and monomor-
phisms, and is full on subobjects, the unique arrow F (1C)→ 1D is a monomorphism.

Proof. Note that the unique morphism F (1C) → 1D is monic if, and only if, any two
morphisms into F (1C) are equal. Consider any two arrows u, v : T → F (1C) and let

〈u, v〉 : T → F (1C)× F (1C)

be their pairing. Since F preserves binary products, we have F (1C)×F (1C) ∼= F (1C×1C).
The (regular epi, mono) factorisation of the composite arrow T → F (1C×1C) then yields
a commutative square as displayed below.

T F (1C)× F (1C)

U F (1C × 1C)

〈u,v〉

e

∼=

m

Because F is full on subobjects, we can assume without loss of generality that m is
of the form F (〈x, y〉) for a monomorphism 〈x, y〉 : S  1C × 1C in C, and therefore
〈u, v〉 = 〈Fx, Fy〉 · e. As x = y, it follows that u = v. �

Let Ω denote the frame of truth values, which is also the initial object of Frm (see
e.g. [28, Lemma 1.5.1]). Because CHLoc is closed in Loc under finite limits, Ω is also
the frame corresponding to the terminal object of CHLoc. To avoid confusion, we shall
write ℧ for the terminal object of CHLoc (equivalently, of Loc); that is, O℧ = Ω. When
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applied to the functor S : K → CHLoc, for K a compatibly filtral category with enough
subobjects, Lemma 4.11 shows that the unique map

t : S (1)→ ℧

is a localic injection. From the intuitionistic point of view, the sufficiently strong way to
say that a filtral category is non-trivial is to say that t is a surjection, i.e. t∗ : Ω→ Sub(1)op

is injective, cf. [6, §2.21].

Example 4.12. Clearly, CHLoc is non-trivial because the unique frame homomorphism
Ω→ Sub(℧)op is an isomorphism.

Therefore, an application of Lemma 4.11, combined with Propositions 4.4 and 4.10,
yields the following result.

Proposition 4.13. Let K be a non-trivial compatibly filtral category with enough subob-
jects. The functor S : K → CHLoc preserves finite limits.

5. A pretopos embedding into compact Hausdorff locales

In the previous section we saw that, if K is a non-trivial compatibly filtral category
with enough subobjects, S : K → CHLoc preserves finite limits. In this section we
shall prove that, if we further assume that K is a pretopos, the functor S is a pretopos
embedding. In other words, K is equivalent to a sub-pretopos of CHLoc. The essential
image of this embedding is studied in Section 6.

The key ingredient to establish that S is a pretopos morphism (see Theorem 5.2 below)
consists in showing that finite coproducts are preserved:

Proposition 5.1. For a filtral pretopos K, the functor S : K → CHLoc preserves finite
coproducts.

Proof. The initial object in a coherent category is strict, hence Sub(0)op is the one-element
frame and the corresponding locale S (0) is initial in CHLoc. Now, consider a coproduct
diagram

X X + Y Y
i1 i2 (11)

in K, and its image in CHLoc under the functor S :

S (X) S (X + Y ) S (Y ).
S (i1) S (i2)

Products in the category of frames are computed in the category of sets, and direct in-
spection shows that compact regular (equivalently, compact Hausdorff) locales are closed
under binary coproducts in the category of locales. Thus, the functor S preserves the
coproduct diagram in eq. (11) if, and only if, the unique frame homomorphism ζ making
the following diagram commute is an isomorphism,

Sub(X + Y )op

Sub(X)op Sub(X)op × Sub(Y )op Sub(Y )op

i−1

1
i−1

2
ζ

where the bottom row is a product diagram in Frm.



FILTRAL PRETOPOSES AND COMPACT HAUSDORFF LOCALES 19

Observe that, since K is extensive, for all subobjects m : S  X + Y the top row in
the following diagram is a coproduct.

i−1
1 (S) S i−1

2 (S)

X X + Y Y

λm

y
m ρm

x

i1 i2

(12)

Hence, ζ can be described explicitly as follows:

ζ : Sub(X + Y )op → Sub(X)op × Sub(Y )op, ζ(m) = (λm, ρm).

To see that ζ is injective, suppose that m : S  X +Y and n : T  X +Y are subobjects
such that ζ(m) = ζ(n). Thus, in the slice category K/(X + Y ),

i1 · λm
∼= i1 · λn and i2 · ρm

∼= i2 · ρn.

On the other hand, by eq. (12) we have

m ∼= i1 · λm + i2 · ρm and n ∼= i1 · λn + i2 · ρn

in K/(X + Y ), and so m ∼= n as objects of the slice category. Equivalently, m = n as
subobjects of X + Y .

It remains to show that ζ is surjective, hence a frame isomorphism. Consider a pair
(m1, m2) ∈ Sub(X)op × Sub(Y )op given by subobjects m1 : S1  X and m2 : S2  Y .
Let

m1 + m2 : S1 + S2 → X + Y

be the coproduct of i1 · m1 and i2 · m2 in K/(X + Y ), and let ι1 : S1 → S1 + S2 and
ι2 : S2 → S1 + S2 be the coproduct arrows. Since K is extensive, the following diagram
comprises two pullback squares.

S1 S1 + S2 S2

X X + Y Y

ι1

m1

y

m1+m2

ι2

m2

x

i1 i2

Consider the (regular epi, mono) factorisation of m1 + m2, as displayed below.

S1 + S2 T X + Ye n

We claim that ζ(n) = (m1, m2). Because image factorisations in a regular category
are pullback-stable, the pullback of n along i1, i.e. λn, coincides with the image of the
pullback of m1 + m2 along i1. By the diagram above, the latter pullback coincides with
m1 : S1  X. Therefore, λn = m1 as subobjects of X. Similarly, we get ρn = m2 as
subobjects of Y , showing that ζ(n) = (m1, m2). �

We thus obtain sufficient conditions ensuring that a pretopos can be embedded into
the pretopos CHLoc of compact Hausdorff locales.

Theorem 5.2. Let K be a non-trivial compatibly filtral pretopos with enough subobjects.
The functor S : K → CHLoc is a pretopos embedding.

Proof. By Lemma 2.14, S : K → CHLoc is a pretopos morphism if, and only if, it is
coherent. Now, S preserves regular epimorphisms and finite limits by Propositions 3.7
and 4.13, respectively. It remains to prove that it preserves finite joins of subobjects.
Recall that, in a pretopos, the join of subobjects S1  X and S2  X is given by
the image factorisation of the induced arrow S1 + S2 → X; see e.g. the proof of [19,
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Proposition 2.4.4(i)]. Thus, S preserves finite joins of subobjects because it preserves
finite coproducts (Proposition 5.1), monomorphisms and regular epimorphisms.

Finally, the pretopos morphism S is bijective on subobjects by Lemma 3.8, and thus
an embedding by Lemma 2.15. �

6. The essential image of the embedding

All the results we have obtained so far—in particular, the construction of the pretopos
embedding S : K → CHLoc in Theorem 5.2—are valid in the internal logic of any topos.

In Section 6.1, in order to study the essential image of S , we shall consider the principle
of weak excluded middle stating that, for any proposition P ,

¬P ∨ ¬¬P

holds. The latter principle is equivalent to de Morgan’s law,8 stating that

¬(P ∧Q)→ (¬P ∨ ¬Q)

holds for all propositions P and Q. A de Morgan topos is one whose internal logic satisfies
de Morgan’s law. For example, the topos of sheaves on a space (or, more generally, on
a locale) X is de Morgan if, and only if, X is extremally disconnected. Moreover, the
topos of presheaves on a small category C is de Morgan precisely when C satisfies the
right Ore condition, stating that any pair of arrows in C with common codomain can be
completed to a commutative square. Thus, any topos of presheaves on a small category
with pullbacks is de Morgan. Cf. e.g. [13, §D4.6].

Finally, in Section 6.2 we show that the compatible filtrality property holds whenever
the terminal object 1 of K is an atom. This allows us to recover the main result of [21],
cf. Remark 6.11; however, for the class of filtral categories we are interested in, the
requirement that 1 be an atom has strong logical implications. In fact, it forces the
ambient logic to be classical, i.e. to satisfy the principle of excluded middle stating that,
for any proposition P ,

P ∨ ¬P

holds. Equivalently, it forces the ambient topos to be Boolean, meaning that its object
of truth values Ω is an internal Boolean algebra.

Remark 6.1. A topos X is Boolean if, and only if, there is an isomorphism Ω ∼= 1 + 1,
where 1 is the terminal object of X . Another equivalent condition is that the formula
∀p ∈ Ω (p = 0 ∨ p = 1) is valid in the internal logic of X . Cf. e.g. [18, §§VI.1 and VI.5].
Another property of X that could appear, at first glance, to be related is that of two-
valuedness: X is two-valued if it admits exactly two global elements 1→ Ω. However, it
is well known that being Boolean and being two-valued are independent properties of a
topos: neither of them implies the other. See e.g. [18, p. 274].

Henceforth, we mark with EM and WEM the results that rely on the principles of
excluded middle and weak excluded middle, respectively.

6.1. The main result. Let K be a pretopos satisfying the assumptions of Theorem 5.2.
Our main result, namely Theorem 6.2 below, is valid in the internal logic of a de Morgan
topos and shows that, ifK admits set-indexed copowers of its terminal object, the essential
image of S contains all spatial compact Hausdorff locales and their closed sublocales.

8This is the only one of the four laws, collectively named de Morgan’s laws and expressing the fact
that negation is a lattice anti-isomorphism in a Boolean algebra, that is not an intuitionistic tautology.
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Theorem 6.2 (WEM). Let K be a non-trivial compatibly filtral pretopos with enough
subobjects, and assume that the terminal object of K admits all set-indexed copowers.
Then the essential image of the pretopos embedding S : K → CHLoc contains all spatial
compact Hausdorff locales and their closed sublocales.

Before proving the previous result, let us point out that, under the assumptions of
Theorem 6.2, the pretopos embedding S : K → CHLoc is an equivalence of categories
provided that compact Hausdorff locales have enough points. In turn, as every compact
Hausdorff locale is covered by a Stone locale, it suffices to assume that the latter have
enough points. In [28, §1.8], Townsend showed that the following principle is equivalent,
in the logic of a topos, to the existence of sufficiently many points for Stone locales:

Constructive Prime Ideal Theorem (CPIT): For any distributive lattice D and
every a ∈ D, if f(a) = 0 for all lattice homomorphisms f : D → Ω, then a = 0.

Remark 6.3. Classically, CPIT is equivalent to the prime ideal theorem for distributive
lattices [28, Theorem 1.8.1], hence it is weaker than the full axiom of choice. Whereas,
in principle, the validity of CPIT in a topos X does not entail that X is Boolean, we are
not aware of any example of non-Boolean topos where CPIT is internally valid.

Thus, assuming the principle of weak excluded middle and CPIT, we obtain the fol-
lowing characterisation (up to equivalence) of the category of compact Hausdorff locales:

Corollary 6.4 (WEM). Let K be a non-trivial compatibly filtral pretopos with enough
subobjects such that its terminal object admits all set-indexed copowers. If CPIT holds,
the functor S : K → CHLoc is an equivalence of categories.

In the remainder of this section, we offer a proof of Theorem 6.2. Fix a pretopos K
satisfying the assumptions of the aforementioned result; that is, K is non-trivial and
compatibly filtral, has enough subobjects, and its terminal object 1 admits all set-indexed
copowers. We shall prove that the essential image of the functor

S : K → CHLoc

contains all spatial compact Hausdorff locales and their closed sublocales.
Recall from Theorem 5.2 that the functor S is a pretopos embedding, and is full

on subobjects by Lemma 3.8. Since subobjects in CHLoc can be identified with closed
sublocales, if the essential image of S contains all spatial compact Hausdorff locales then
it also contains their closed sublocales. Thus, in view of Lemma 2.16, it suffices to show
that S covers all spatial compact Hausdorff locales. Fix an arbitrary spatial compact
Hausdorff locale X. If pt X denotes the set of points of X, the canonical map

π :
∐

pt X

℧→ X

from the (pt X)-fold copower in Loc of the terminal locale ℧ is a localic surjection.

Hence its unique extension ̟ to the Stone-Čech compactification of
∐

pt X ℧, induced by
the universal property of the left adjoint β : Loc→ CHLoc, is also a localic surjection.

∐

pt X

℧ β
(

∐

pt X

℧

)

X

π ̟
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Consider the copower
∐

pt X 1 in K. We will prove that there exists a localic surjection

S

(

∐

pt X

1
)

։ β
(

∐

pt X

℧

)

. (13)

Composing the latter with ̟, we will obtain a localic surjection S (
∐

pt X 1) ։ X, thus
showing that the functor S covers X.

The frame corresponding to the locale
∐

pt X ℧ is the power-set P(pt X). Recall from
Section 2.1.3 that

O
(

β
(

∐

pt X

℧

))

can be identified with a subframe of Idl(P(pt X)).9 Thus, in order to establish the
existence of a localic surjection as in eq. (13), it is enough to exhibit an injective frame
homomorphism

Idl(P(pt X))  Sub
(

∐

pt X

1
)op

.

More generally, for any set S we will construct an injective frame homomorphism

Idl(P(S))  Sub
(

∐

S

1
)op

.

The strategy is as follows: we shall define a lattice homomorphism

α : P(S)→ Sub
(

∐

S

1
)op

and show that its unique extension to a frame homomorphism

α∗ : Idl(P(S))→ Sub
(

∐

S

1
)op

is injective. In order to define the map α, we use the following lemma. Recall that, in any
extensive category, the coproduct maps are monomorphisms (see e.g. [5, Proposition 2.6]).
In particular, for each x ∈ S, the coproduct map

ix : 1→
∐

S

1

is a monomorphism and we shall identify it with a subobject of
∐

S 1.

Lemma 6.5. The following statements hold for any complemented P ∈P(S):

(a) The obvious morphism

iP :
∐

P

1→
∐

S

1

is a monomorphism and iP =
∨

{ix | x ∈ P} in Sub(
∐

S 1). In particular, the top
element of Sub(

∐

S 1) coincides with the supremum of the set {ix | x ∈ S}.
(b) iP is a complemented element of Sub(

∐

S 1) with complement iP c.
(c) P = {x ∈ S | ix ≤ iP in Sub(

∐

S 1)}.

Proof. (a) Note that P ∩ P c = ∅ and, since P is complemented, also P ∪ P c = S. Thus,
the following is a coproduct diagram in K:

∐

P

1
∐

S

1
∐

P c

1
iP iP c

9Note that P(pt X) need not be a Boolean algebra, as we are not assuming the principle of excluded
middle. Hence, O(β(

∐

pt X
℧)) may be a proper subframe of Idl(P(pt X)).
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As coproduct maps in K are monomorphisms, iP is a monomorphism (and so is iP c).
Since the supremum in Sub(

∐

S 1) of the set {ix | x ∈ P} is computed by taking the
(regular epi, mono) factorisation of iP , we see that iP =

∨

{ix | x ∈ P}.
(b) Because binary coproducts in an extensive category are disjoint, iP ∧ iP c = 0.

Moreover, iP ∨ iP c = 1 because, in a coherent category, the supremum of two disjoint
subobjects coincides with their coproduct (see e.g. [12, Corollary A.1.4.4]).

(c) We need to prove that, for all x ∈ S,

x ∈ P ⇐⇒ ix ≤ iP .

As iP =
∨

{ix | x ∈ P} by item (a), the left-to-right implication is immediate. For the
other direction, suppose ix ≤ iP . Since P is complemented, it suffices to show that
x /∈ P c. If x ∈ P c then ix ≤ iP c and so, in Sub(

∐

S 1), we have

0 < ix ≤ iP ∧ iP c = 0.

Therefore, x /∈ P c. �

By virtue of the principle of weak excluded middle, for each P ∈ P(S), the set P c is
a complemented element of P(S) with complement P cc. Therefore, Lemma 6.5(a) tells
us that the following map is well defined:

α : P(S)→ Sub
(

∐

S

1
)op

, α(P ) := iP c .

Lemma 6.6 (WEM). α is a lattice homomorphism.

Proof. The bounds ∅, S ∈ P(S) are complements of each other and easily seen to be
preserved. If P, Q ∈P(S), then

α(P ∩Q) = i(P ∩Q)c

= iP c∪Qc de Morgan’s law

=
∨

{ix | x ∈ P c ∪Qc} Lemma 6.5(a)

=
∨

{ix | x ∈ P c} ∨
∨

{ix | x ∈ Qc}

= α(P ) ⊓ α(Q). Lemma 6.5(a)

Moreover, an application of Lemma 6.5(b) yields, for all P ∈P(S),

α(P c) = iP cc = ¬iP c = ¬α(P ),

showing that α preserves pseudocomplements. To conclude, it suffices to observe that,
for any map h : A→ B from a Heyting algebra A to a Boolean algebra B, if h preserves
binary infima and pseudocomplements then it also preserves binary suprema. Since the
image of α is contained in the Boolean center of Sub(

∐

S 1)op by Lemma 6.5(b), it follows
that α preserves binary suprema and thus is a lattice homomorphism. �

Denote by

α∗ : Idl(P(S))→ Sub
(

∐

S

1
)op

the unique frame homomorphism, induced by the universal property of the left adjoint
Idl : DLat→ Frm, extending the lattice homomorphism α. For all ideals J ∈ Idl(P(S)),

α∗(J) =
⊔

{α(P ) | P ∈ J}.

The right adjoint α∗ of α∗ is given by

α∗ : Sub
(

∐

S

1
)op
→ Idl(P(S)), α∗(T ) = {P ∈P(S) | iP c ⊑ T}
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and satisfies

α∗(0) = {P ∈P(S) | iP c ⊑ 0}

= {P ∈P(S) | ∀x ∈ S, ix ≤ iP c} Lemma 6.5(a)

= {P ∈P(S) | P c = S} Lemma 6.5(c)

= {∅},

which is the least element of Idl(P(S)). Therefore, α∗ : Idl(P(S))→ Sub(
∐

S 1)op is an
injective frame homomorphism by Lemma 2.1. This concludes the proof of Theorem 6.2.

6.2. Compatible filtrality and atoms. Borrowing terminology from topos theory, let
us say that an object of a category is an atom if it has precisely two (distinct) subobjects.

In this section, we shall see that a filtral category with enough subobjects is compat-
ibly filtral whenever its terminal object 1 is an atom (Proposition 6.8). This will allow
us to derive Marra and Reggio’s characterisation of the category of compact Hausdorff
spaces [21] from Corollary 6.4. We start by establishing a technical lemma:

Lemma 6.7. Consider a product diagram

X1 X1 ×X2 X2
π1 π2

in a coherent category K whose terminal object is an atom. The following statements hold:

(a) ∀U ∈ Sub(X1)
op, if U 6= 1 then π2[π

−1
1 (U)] = 0 ∈ Sub(X2)

op.
(b) If K is filtral, for all complemented elements T1 ∈ Sub(X1)

op and T2 ∈ Sub(X2)
op,

π−1
1 (T1) ⊓ π−1

2 (T2) = 0 ⇐⇒ (T1 = 0 or T2 = 0).

Proof. (a) We prove the order-dual statement. Fix a subobject m : U  X1 distinct from
0 ∈ Sub(X1). We must show that π2[π

−1
1 U ] is the top element of Sub(X2). Consider the

following pullback square:

X1 ×X2 X1

X2 1

π1

π2

y
!1

!2

The Beck-Chevalley condition

π2[π
−1
1 (−)] = !−1

2 !1[−] : Sub(X1)→ Sub(X2)

holds in any regular category (cf. e.g. [20, pp. 101–102]), hence it suffices to show that
!−1
2 !1[U ] = 1 ∈ Sub(X2). In turn, !−1

2 : Sub(1) → Sub(X2) preserves the top element
because it is a bounded lattice homomorphism, therefore it is enough to prove that
!1[U ] = 1 ∈ Sub(1).

Let U ։ V  1 be the (regular epi, mono) factorisation of the composite

!1 ·m : U  X1 → 1.

We claim that either U ∼= 0 or !1[U ] = 1. Since 1 is an atom, either V ∼= 0 or V ∼= 1. In
the former case we have U ∼= 0 because the initial object of a coherent category is strict,
while in the latter case we have that !1 ·m is a regular epimorphism and so !1[U ] = 1.

To conclude, just observe that U 6∼= 0 whenever U 6= 0 ∈ Sub(X1).
(b) The right-to-left direction is immediate, since the frame homomorphisms π−1

1 and
π−1

2 preserve 0. For the left-to-right direction, suppose that

π−1
1 (T1) ⊓ π−1

2 (T2) = 0
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and T1 6= 0 in Sub(X1)
op. The complement U ∈ Sub(X1)

op of T1 satisfies U 6= 1 and
T1 ⊔ U = 1. Therefore,

π−1
1 (T1) ⊓ π−1

2 (T2) = 0

=⇒ (π−1
1 (T1) ⊔ π−1

1 (U)) ⊓ (π−1
2 (T2) ⊔ π−1

1 (U)) = π−1
1 (U)

=⇒ π−1
1 (T1 ⊔ U) ⊓ (π−1

2 (T2) ⊔ π−1
1 (U)) = π−1

1 (U)

=⇒ 1 ⊓ (π−1
2 (T2) ⊔ π−1

1 (U)) = π−1
1 (U)

=⇒ π2[π
−1
2 (T2) ⊔ π−1

1 (U)] = π2[π
−1
1 (U)]

=⇒ T2 ⊔ π2[π
−1
1 (U)] = π2[π

−1
1 (U)]

where the last implication follows from the fact that, since K is filtral, the localic map

π2[−] = S (π2) : S (X1 ×X2)→ S (X2)

is closed. As U 6= 1, by item (a) we have π2[π
−1
1 (U)] = 0, hence T2 = 0. �

Proposition 6.8. Let K be a filtral category with enough subobjects. If its terminal object
is an atom, then K is compatibly filtral.

Proof. Suppose 1 is an atom. In view of Lemma 4.9, in order to show that K is compatibly
filtral it suffices to prove that, for all filtral objects S1, S2 ∈ K, the canonical map

p : S (S1 × S2)→ S (S1)×S (S2)

is a localic surjection.
Since CHLoc is closed under limits in the category of locales (see Section 2.1.3), p∗ is

the unique frame homomorphism making the following diagram commute,

Sub(S1)
op Sub(S1)

op + Sub(S2)
op Sub(S2)

op

Sub(S1 × S2)
op

u1

π−1

1

u2

π−1

2

p∗

where the top row is a coproduct diagram in Frm. By Lemma 2.1, p is a localic surjection
provided it is dense, i.e. p∗(0) = 0.

Now, every element of the frame Sub(S1)
op + Sub(S2)

op is a join of generators of the
form T1 ⊕ T2 = u1(T1) ∧ u2(T2) with T1 ∈ Sub(S1)

op and T2 ∈ Sub(S2)
op (see e.g. [22,

IV.5.2]). Note that, in the frame Sub(S1 × S2)
op, we have

p∗(T1 ⊕ T2) = p∗(u1(T1) ∧ u2(T2)) = π−1
1 (T1) ⊓ π−1

2 (T2). (14)

Hence, in the frame Sub(S1)
op + Sub(S2)

op,

p∗(0) =
∨

{T1 ⊕ T2 | Ti ∈ Sub(Si)
op, T1 ⊕ T2 ≤ p∗(0)}

=
∨

{T1 ⊕ T2 | Ti ∈ Sub(Si)
op, p∗(T1 ⊕ T2) ⊑ 0} p∗ ⊣ p∗

=
∨

{T1 ⊕ T2 | Ti ∈ Sub(Si)
op, π−1

1 (T1) ⊓ π−1
2 (T2) = 0}. eq. (14)

For each Ti ∈ Sub(Si)
op, consider the inhabited set

UTi
:= {U ∈ Sub(Si)

op | U ⊑ Ti and U is complemented}.
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As each Si is a filtral object, S (Si) is a Stone locale, and so Ti =
⊔

UTi
. Using the fact

that ⊕ distributes over suprema (see again [22, IV.5.2]), we get
∨

{T1 ⊕ T2 | Ti ∈ Sub(Si)
op, π−1

1 (T1) ⊓ π−1
2 (T2) = 0}

=
∨

{U1 ⊕ U2 | Ti ∈ Sub(Si)
op, Ui ∈ UTi

, π−1
1 (

⊔

UT1
) ⊓ π−1

2 (
⊔

UT2
) = 0}

=
∨

{U1 ⊕ U2 | Ti ∈ Sub(Si)
op, Ui ∈ UTi

,
⊔

{π−1
1 (U1) ⊓ π−1

2 (U2) | Ui ∈ UTi
} = 0}

≤
∨

{U1 ⊕ U2 | Ui ∈ Sub(Si)
op, Ui is complemented, π−1

1 (U1) ⊓ π−1
2 (U2) = 0}

≤
∨

{U1 ⊕ U2 | Ui ∈ Sub(Si)
op, U1 = 0 or U2 = 0} Lemma 6.7(b)

which is equal to 0 because U1 ⊕ U2 = 0 provided that at least one of U1 and U2 is 0.
Thus p∗(0) = 0, which implies that K is compatibly filtral. �

Remark 6.9. The existence of a non-trivial filtral category with enough subobjects such
that its terminal object is an atom implies that the ambient topos is Boolean.

To see this, note that if K is a filtral category satisfying the conditions above, then it
is compatibly filtral by Proposition 6.8, and so Sub(1)op ∼= Ω by Proposition 4.13. Since
1 is an atom of K, it follows that Ω is the two-element frame, and in particular a Boolean
algebra. Thus, the ambient topos is Boolean.

Corollary 6.10 below is an immediate consequence of Corollary 6.4 and Proposition 6.8.
As the existence of a category K satisfying the required properties entails that the princi-
ple of excluded middle holds in the ambient logic (cf. Remark 6.9), we assume the latter
principle.

Corollary 6.10 (EM). Let K be a non-trivial filtral pretopos with enough subobjects such
that its terminal object is an atom and admits all set-indexed copowers. If CPIT holds,
the functor S : K → CHLoc is an equivalence of categories.

Remark 6.11. Classically, assuming CPIT, the category CHLoc is equivalent to the
category CHSp of compact Hausdorff spaces and continuous maps (cf. e.g. [11, §III.1.10]).
Thus, the main result of [21] (see Theorem 3.3) can be deduced from Corollary 6.10. Just
observe that any filtral pretopos satisfying the assumptions of Theorem 3.3 has enough
subobjects (since points are special types of subobjects) and its terminal object is an
atom; for the latter statement, cf. [21, Lemmas 3.2 and 5.7].
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Différ. Catég., LXII(3):355–371, 2021.
[16] F. W. Lawvere. An elementary theory of the category of sets. Proc. Nat. Acad. Sci. U.S.A., 52:1506–

1511, 1964.
[17] F. W. Lawvere. An elementary theory of the category of sets (long version) with commentary. Repr.

Theory Appl. Categ., (11):1–35, 2005. With comments by the author and Colin McLarty.
[18] S. Mac Lane and I. Moerdijk. Sheaves in geometry and logic. Universitext. Springer-Verlag, New

York, 1994. A first introduction to topos theory, Corrected reprint of the 1992 edition.
[19] M. Makkai. Ultraproducts and categorical logic. In Methods in mathematical logic (Caracas, 1983),

volume 1130 of Lecture Notes in Math., pages 222–309. Springer, Berlin, 1985.
[20] M. Makkai and G. E. Reyes. First order categorical logic, volume 611 of Lecture Notes in Math.

Springer-Verlag, Berlin-New York, 1977.
[21] V. Marra and L. Reggio. A characterisation of the category of compact Hausdorff spaces. Theory

Appl. Categ., 35:1871–1906, 2020.
[22] J. Picado and A. Pultr. Frames and locales. Frontiers in Mathematics. Birkhäuser/Springer Basel
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