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Abstract. We obtain improved regularity results for solutions to a

nonlocal dead-core problem at branching points. Our approach, which

does not rely on the maximum principle, introduces a new strategy for

analyzing two-phase problems within the local framework, an area that

remains largely unexplored.

1. Introduction

In this work, we obtain improved regularity properties for solutions of the

two-phase nonlocal problem

−(−∆)su = uγ+ − uγ− in B1, (1.1)

where (−∆)s is the fractional Laplacian and γ ∈ (0, 1/3). Local versions of

the one-phase problem have attracted increasing attention in recent years

(see, for example, [2, 3, 14, 19]) due to their wide range of applications, for

instance, in optimizing resources in catalysis processes. In such reaction-

diffusion models, the presence of a catalyst accelerates the rate of chemical

reactions, leading to the formation of regions where the reactant concen-

tration drops to zero and no reaction occurs. These regions are commonly

known as dead-cores in the literature, and placing catalysts there would be

ineffective and result in resource wastage. The mathematical study of these

phenomena has a long-standing history, dating back to the seminal work on

the classical Alt-Phillips problem (cf. [1, 4, 15, 16, 21, 22]).

The dead-core problem (1.1) is nonlocal in nature, and the techniques used

to treat the corresponding local models cannot be applied in our setting,

requiring an alternative approach. For example, we cannot rely on the

maximum principle to derive sharp regularity estimates as done in the one-

phase local model of [19] corresponding to s = 1 and u ≥ 0. The reason for
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this is two-fold. First, for the maximum principle to hold in the nonlocal

setting, solutions would need to have a sign in the whole complement of the

unit ball (see, for example, [20, Theorem 6.1]). Second, while in one-phase

models, points on the free boundary ∂{u > 0} correspond to local minima

of the function, this property does not extend to the two-phase scenario.

Expanding on ideas from [18], our strategy relies instead on the study

of the growth of solutions according to the natural scaling of the equation,

combined with an auxiliary Liouville-type result. This leads to improved

sharp regularity results at branching points, where the function vanishes

with some of its derivatives, typically up to order two. The approach comes

with the caveat of restricting γ ∈ (0, 1/3), whereas in the one-phase local

case, we can take γ ∈ (0, 1). This is induced by the nonlocal nature of the

problem as the new approach requires a certain integrability condition (see

the proof of Theorem 4.1 below) only valid in this range. However, unlike

the local result in [19], this new scheme offers two key advantages. First,

it extends to the two-phase case, regardless of whether the left-hand side of

(1.1) has a sign. In fact, the equation

(−∆)su = uγ+

has no direct local analogue as, for s = 1, no dead-core phenomenon occurs,

i.e., no non-negative solutions vanish in an interior region without being

identically zero. The second significant advantage builds on the first, in-

troducing a new strategy for analyzing the two-phase problem in the local

setting. Since our estimates remain uniform, we can establish sharp regu-

larity results for solutions of the local two-phase problem by passing to the

limit as s ↗ 1− in (1.1) (see Theorem 5.1). The one-phase local problem,

studied in [19] (see also [3, 14]), relies heavily on the maximum principle,

which is why the corresponding two-phase problem remained unresolved.

Our approach circumvents this difficulty, as it does not rely on the maxi-

mum principle or the sign of the right-hand side.

To remain at least in the C1,σ−regularity regime, we restrict our analysis

to the range s ∈ (1/2, 1). Observe that as long as the right-hand side is

bounded, we have, a priori, that solutions of (1.1) are locally of class C1,σ,

for any 0 < σ < 2s − 1 (see Theorem 2.3 below). Since, in general, u+
and u− are at most Lipschitz and the right-hand side in (1.1) is then locally

Cγ , the best regularity one can hope for solutions of (1.1), using Schauder

theory, is C2s+γ
loc . However, our main result reveals that solutions are indeed

C
2s

1−γ at branching points. Note that

1 +
2s− 1 + γ

1− γ
=

2s

1− γ
> 2s+ γ = 1 +

2s− 1 + γ

1
,
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for any γ ∈ (0, 1) and s ∈ (1/2, 1), i.e., we obtain higher regularity than one

could hope for relying on Schauder theory alone. More precisely, assuming

x0 is a branching point for u, i.e., u(x0) = |Dν−1u(x0)| = |Dνu(x0)| = 0, we

show that around it one has precisely the growth given by

|u(x)| ≤ C|x− x0|
2s

1−γ . (1.2)

Here ν is a constant defined by

ν =

{

1, s < 1− γ,

2, s > 1− γ
2 ,

The idea of the proof is to study the growth of the scaled function

vr(x) :=
u(rx)

r
2s

1−γ

,

as r → 0. Obtaining a Liouville-type theorem, we ensure that vr grows like

a polynomial of degree ν, which implies (1.2) by contradiction.

In the nonlocal setting, a similar problem was studied in [22]. However,

in addition to the fact that the model considered therein does not generate

dead-cores, the result heavily depends on the celebrated Caffarelli-Silvestre

extension argument (cf. [9]), which limits its flexibility and prevents gener-

alizations to a broader class of operators. On the contrary, our approach is

flexible enough to be extended to fully nonlinear equations (cf. Section 6).

The paper is organized as follows. In Section 2, we introduce the necessary

notation and auxiliary results. The primary technical tool, a Liouville-type

theorem, is presented in Section 3, while our main result on improved reg-

ularity at branching points is proved in Section 4. In Section 5, we explore

some consequences of the main result, including its local implications and a

Liouville-type property. In the final Section 6, we address the extension to

the fully nonlinear case.

2. Notation and auxiliary results

This section gathers some notation, the notion of solution, some remarks

about existence and a few auxiliary well-known results.

2.1. Notation. We denote with Br(x0) the open ball of radius r centered

at x0, and write Br := Br(0). For a multi-index β = (β1, β2, . . . , βn), as

usual, we put |β| := β1+β2+ . . .+βn. For α ∈ (0, 1), the Hölder semi-norm

is defined as

[u]Cα := sup
x ̸=y

|u(x)− u(y)|

|x− y|α
,

[u]C1+α := max
|β|=1

[

Dβu
]

Cα
,
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and

[u]C2+α := max
|β|=2

[

Dβu
]

Cα
,

where Dβu := ∂β1
x1

. . . ∂βn
xnu.

The fractional Laplacian is the nonlocal operator defined by

(−∆)su(x) := cn,s P.V.

∫

Rn

u(x)− u(y)

|x− y|n+2s
dy,

where s ∈ (0, 1) and cn,s is a normalization constant, depending only on n

and s. We use u+ := max(u, 0) and u− := −u+. We also use the norm

∥u∥L1
s(R

n) :=

∫

Rn

|u(y)|

1 + |y|n+2s
dy.

2.2. Existence of solutions. In the spirit of [6, 7] (see also [8, 10, 12]), and

with the goal of extending our results to a broader class of fully nonlinear

operators (see Section 6), solutions to (1.1) are understood in the viscosity

sense according to the following definition.

Definition 2.1. A function u : Rn → R is called a viscosity subsolution

(supersolution) of (1.1), and we write

−(−∆)su ≥ (≤)uγ+ − uγ−,

if u is upper (lower) semi-continuous in B1 and, whenever x0 ∈ B1, Br(x0) ⊂

B1, for some r, and ϕ ∈ C2(Br(x0)) satisfies

ϕ(x0) = u(x0) and ϕ(y) > (<)u(y), ∀y ∈ Br(x0) \ {x0},

then, if we let

v :=







ϕ in Br(x0)

u in R
n \Br(x0),

we have −(−∆)sv(x0) ≥ (≤) vγ+(x0)− vγ−(x0).

A function is called a viscosity solution if it is both a viscosity subsolution

and a viscosity supersolution.

For the existence of viscosity solutions, we refer the reader to [6, Theorem

1.2]. The rough idea is that, since the comparison principle holds for the

fractional Laplacian (see [10, Theorem 5.2], [12, Theorem 2.5] or [20, Corol-

lary 6.1]), the classical Perron’s method then leads to the existence of the

solution to the Dirichlet problem (see [13], for example). The comparison

principle for

Lu := −(−∆)su− uγ+ + uγ−

follows from [7, Theorem 3]. Its proof relies on the nonlocal Jensen-Ishii

lemma, established in [7, Lemma 1], and makes use of the technique of jets

with ideas from [13]. For the sake of completeness, we state it below.
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Theorem 2.1. If u1, u2 ∈ C(Rn), Lu1 ≤ 0 ≤ Lu2 in B1, and u1 ≥ u2 in

R
n \B1, then u1 ≥ u2 in R

n.

We conclude this section with regularity results for solutions of the ho-

mogeneous and the non-homogeneous fractional Laplace equation. For the

proof of the following theorem, we refer the reader to [11, Theorem 27] (see

also [10, Theorem 13.1]).

Theorem 2.2. Let s ≥ s0 > 0 and u ∈ C(B1) be such that ∥u∥L1
s(R

n) < ∞.

If (−∆)su = 0 in B1, then there exists σ > 0, depending only on n and s0,

such that u ∈ C1+σ(B1/2). Moreover,

∥u∥C1+σ(B1/2)
≤ C

(

∥u∥L∞(B1) + ∥u∥L1
s(R

n)

)

,

where C > 0 is a constant, depending only on n and s0.

The proof of the following theorem can be found in [11, Theorem 61] (see

also [11, Theorem 52]).

Theorem 2.3. If s ∈ (1/2, 1), and u is a bounded solution of

−(−∆)su = f in B1,

where f ∈ L∞(B1), then u ∈ C1+σ(B1/2), for any σ < 2s− 1. Moreover,

∥u∥C1+σ(B1/2)
≤ C

(

∥u∥L∞(Rn) + ∥f∥L∞(B1)

)

,

for a constant C > 0, depending only on n.

Finally, we recall Schauder-type estimates for the fractional Laplacian

(see, for example, [20, Remark 9.1]).

Theorem 2.4. If s ∈ (0, 1) and (−∆)su ∈ Cσ(B1)∩C(B1), for some σ > 0,

then u ∈ Cσ+2s
loc (B1).

3. Liouville-type results

This section and the next form the core of the paper. We prove Liouville-

type results in the spirit of [18, 23] that will be used later to derive the sharp

regularity for the dead-core problem.

Theorem 3.1. Let s ∈ (1/2, 1) and

(−∆)s (u(x+ h)− u(x)) = 0, x ∈ B1, (3.1)

for all h ∈ R
n. If, for 0 ≤ α < β < 1, there holds

[u]Cν+α(BR) ≤ CRβ−α, ∀R ≥ 1, (3.2)

where ν = 1, 2, and C > 0 is a constant, depending only on α and β, then

u(x) = u(0) +Du(0) · x+
ν − 1

2
xT ·D2u(0)x, x ∈ R

n.
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Proof. We divide the proof into two steps, depending on the value of ν.

Step 1. Suppose ν = 1, and let e ∈ R
n, with |e| = 1. Set

w(x) := u(x)− u(0)−Du(0) · x,

and note that w(0) = |Dw(0)| = 0, and w satisfies (3.1)-(3.2). Define

we := Dw · e. Since we(0) = 0, (3.2) yields

|we(x)| = |we(x)− we(0)| ≤ [w]C1,α(B|x|)
|x|α

≤ C|x|β−α|x|α = C|x|β ,
(3.3)

for all x /∈ B1. Hence, since β < 1 < 2s,
∫

Bc
1

|we(y)|

|y|n+2s
dy ≤ C

∫

Bc
1

|y|β

|y|n+2s
dy = C

∫

Bc
1

1

|y|n+2s−β
dy < ∞.

On the other hand, (3.2) with R = 1 gives

|we(x)| ≤ C, x ∈ B1. (3.4)

By stability (see [11, Lemma 5], and also [10, Lemma 4.5 and Corollary

4.7]), (3.1) then implies

(−∆)swe = 0 in B1.

By Theorem 2.2, there exists a constant σ > 0, depending only on n, such

that

∥we∥C1,σ(B1/2) < C1,

for a constant C1 > 0, depending only on n and β.

Now, for ρ > 0, set

v(x) := ρ−βwe(ρx)

and, recalling (3.3), note that

|v(x)| = ρ−β |we(ρx)| ≤ C|x|β , for all x /∈ B1/ρ.

Also, using (3.4), in B1/ρ we have

|v(x)| = ρ−β |we(ρx)| ≤ Cρ−β < C,

for a ρ > 0 large enough. Thus,

∥v∥L∞(B1) < C.

Hence, again by Theorem 2.2, there exists σ∗ > 0 such that

∥v∥C1,σ∗ (B1/2)
≤ C2

(

∥v∥L∞(B1) + ∥v∥L1
s(R

n)

)

,

where C2 > 0 is a constant, depending only on n. Since

∥Dv∥L∞(B1/2) = ρ1−β∥Dwe∥L∞(B1/2ρ),
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if follows that

∥Dwe∥L∞(B1/2ρ) ≤ ρβ−1C3, (3.5)

where C3 > 0 is a constant, depending only on n, β and C > 0 from (3.2).

Letting ρ → ∞ in (3.5), one gets Dwe(0) = 0, and since the fractional

Laplacian is translation invariant, we deduce that Dwe ≡ 0, for any e ∈ R
n,

|e| = 1. Hence, we is a constant, and as we(0) = 0, we must be identically

zero, implying that w is a constant. But w(0) = 0, therefore w ≡ 0, and

hence,

u(x) = u(0) +Du(0) · x.

Step 2. If ν = 2, set

w(x) := u(x)− u(0)−Du(0) · x−
1

2
xT ·D2u(0)x,

and observe that it satisfies (3.1)-(3.2), while w(0) = |we(0)| = |wee(0)| = 0,

where e ∈ R
n is a unit vector. Arguing as above, we arrive at Dwee = 0 for

any unit vector e ∈ R
n, meaning that wee is a constant, i.e., wee ≡ 0. The

latter yields we = 0, which then gives w ≡ 0. Thus,

u(x) = u(0) +Du(0) · x+
1

2
xT ·D2u(0)x.

□

The following result is a simple consequence of the mean value theorem.

Lemma 3.1. Let u ∈ Cν,α(Rn), where ν = 1, 2 and α ∈ (0, 1). If

u(0) = |Dν−1u(0)| = |Dνu(0)| = 0

and

sup
0<r<1/2

rα−β [u]Cν+α(Br) ≤ A,

for β > α and a constant A > 0, then

|u(x)| ≤ A|x|ν+β , x ∈ B1/2.

Proof. As u(0) = 0, by the mean value theorem, for x ∈ B1/2, one has

|u(x)| = |u(x)− u(0)| ≤ |Du(ξ1)||x|, (3.6)

for some ξ1 ∈ B|x|.

For ν = 1, since Du(0) = 0 and Du ∈ Cα
(

B1/2

)

, we have

|Du(ξ1)||x|

|x|1+β
=

|Du(ξ1)−Du(0)||x|

|x|1+β
≤ |x|α−β [u]C1+α(B|x|) ≤ A,

which combined with (3.6) concludes the proof in this case.
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Similarly, if ν = 2, since |Du(0)| = |D2u(0)| = 0, employing the mean

value theorem once more, for some ξ2 ∈ B|ξ1|, we estimate

|Du(ξ1)||x|

|x|2+β
=

|Du(ξ1)−Du(0)||x|

|x|2+β

≤
|D2u(ξ2)−D2u(0)||x|2

|x|2+β

≤ |x|α−β [u]C2+α(B|x|)

≤ A,

which concludes the proof also for ν = 2, thanks to (3.6). □

4. Improved regularity at branching points

In this section, we prove the main result of this paper. As observed

earlier, unlike the local one-phase problem treated in [19], we cannot rely on

the maximum principle to derive sharp regularity estimates. We start with

the precise definition of a branching point.

Definition 4.1. A point x0 ∈ B1 is called a branching point for the function

u : B1 → R if

u(x0) = |Du(x0)| = |D2u(x0)| = 0.

Theorem 4.1. Let γ ∈ (0, 1/3) and s > 1− γ
2 . If u ∈ L∞(Rn) is a viscosity

solution of (1.1) and x0 ∈ B1/2 is its branching point, then there exists a

constant C > 0, depending only on n and γ, such that

|u(x)| ≤ C∥u∥L∞(Rn)|x− x0|
2s

1−γ , ∀x ∈ B1/2(x0). (4.1)

As a consequence, u ∈ C
2s

1−γ at branching points.

Proof. By Theorem 2.3 and Theorem 2.4, we have u ∈ C2s+γ(B1/2). More-

over,

∥u∥C2s+γ(B1/2)
≤ C

(

∥u∥L∞(Rn) + ∥u∥γL∞(B1)

)

,

for a constant C > 0, depending only on n and s. With no loss of generality,

we may assume x0 = 0 and ∥u∥L∞(Rn) = 1, and we need to show that

|u(x)| ≤ C|x|
2s

1−γ . (4.2)

We argue by contradiction and assume that (4.2) fails. Then, there exist

sequences uk of solutions of (1.1) and points xk, such that 0 is a branching

point of uk, and

[uk]C2s+γ(B1/2)
≤ 2C,
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with

|uk(xk)| > k|xk|
2s

1−γ . (4.3)

Set

θk(r
′) := sup

r′<r<1/2
r
2s+γ− 2s

1−γ [uk]C2s+γ(Br)
. (4.4)

Observe that 2s+ γ − 2s
1−γ < 0 and

lim
r′→0

θk(r
′) = sup

0<r<1/2
r
2s+γ− 2s

1−γ [uk]C2s+γ(Br)
.

Then, (4.3) and Lemma 3.1 yield

lim
r′→0

θk(r
′) > k.

Thus, there exists a sequence rk > 1
k , such that

r
2s+γ− 2s

1−γ

k [uk]C2s+γ(Brk
) ≥

1

2
θk(1/k) ≥

1

2
θk(rk). (4.5)

From the first inequality in (4.5), we conclude that

rk −→ 0, as k → ∞.

Set now

vk(xk) :=
uk(rkxk)

θk(rk)r
2s

1−γ

k

(4.6)

and note that, for 1 ≤ R ≤ 1
2rk

, one has

[vk]C2s+γ(BR) =
1

θk(rk)r
2s

1−γ

k

[uk]C2s+γ(BrkR) r
2s+γ
k

=
(rkR)

2s+γ− 2s
1−γ

θk(rk)
[uk]C2s+γ(BrkR)R

2s
1−γ

−2s−γ
.

(4.7)

Since

(rkR)
2s+γ− 2s

1−γ [uk]C2s+γ(BrkR) ≤ θk(rkR) ≤ θk(rk),

employing (4.7), we get

[D2vk]C2s+γ−2(BR) = [vk]C2s+γ(BR) ≤ R
2s

1−γ
−2s−γ

, ∀R ≥ 1. (4.8)

Since 0 is a branching point for vk, using the mean value theorem and (4.8),

one has

|vk(x)| ≤ |Dvk(ξ)||x| ≤ |D2vk(ξ
′)||x|2

≤ [D2vk]C2s+γ−2(BR)|x|
2s+γ

≤ R
2s

1−γ
−2s−γ

|x|2s+γ ,

where ξ is a point on the line segment connecting the origin to x, and ξ′ is a

point on the line segment connecting the origin to ξ. Now, if η is a smooth
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function such that η ≡ 1 in B1/2 and η = 0 outside B1, then for any unit

vector e, one has
∫

B1

η ·Deevk dx =

∫

B1

Deeη · vk dx ≤ Cn,

where Cn > 0 is a constant, depending only on n. Therefore, there exists

z ∈ B1 such that |D2vk(z)| ≤ Cn, and (4.8) implies

|Deevk(x)−Deevk(z)| ≤ R
2s

1−γ
−2s−γ

|x− z|2s+γ−2.

Hence, for x ∈ BR and 1 ≤ R ≤ 1
2rk

, we get

|Deevk(x)| ≤ Cn +R
2s

1−γ
−2s−γ

|x− z|2s+γ−2 ≤ CR
2s

1−γ
−2

,

for a constant C > 0, depending only on n. Thus, up to a subsequence, vk
converges to some v0 in C2s+γ

loc (BR), as k → ∞, and thanks to (4.8),

[v0]C2s+γ(BR) ≤ R
2s

1−γ
−2s−γ

, ∀R ≥ 1. (4.9)

Additionally, from the second inequality in (4.5), we deduce that

[v0]C2s+γ(B1)
≥

1

2
. (4.10)

Observe that, for a fixed h ∈ R
n, using the mean value theorem and (4.8),

for |x| ≥ 1, we have

|vk(x+ h)− vk(x)| ≤ |Dvk(η)||h|

≤ |D2vk(η
′)|(|x|+ |h|)|h|

≤ [vk]C2s+γ(B|x|+|h|)
(|x|+ |h|)2s+γ−1|h|

≤ (|x|+ |h|)
2s

1−γ
−1

|h|

≤ Ch|x|
2s

1−γ
−1

,

(4.11)

where Ch > 0 is a constant, depending only on h and 2s
1−γ . Here, η is a

point on the line segment connecting x to x + h, and η′ is a point on the

line segment connecting the origin to h. Since γ ∈ (0, 1/3), then

γ <
1

1 + 2s
,

which guarantees that the right-hand side of (4.11) is in L1
s(R

n). Further-

more, as uk solves (1.1), a direct calculation reveals that

− (−∆)s (vk(x+ h)− vk(x))

=
1

θk(rk)r
2sγ
1−γ

k

[

(uk(x+ h))γ+ − (uk(x))
γ
+ − (uk(x+ h))γ− + (uk(x))

γ
−

]

.

(4.12)
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We can then pass to the limit, as k → ∞, in (4.12) (see [11, Lemma 5], and

also [10, Lemma 4.5 and Corollary 4.7]) and arrive at

(−∆)s(v0(x+ h)− v0(x)) = 0 in R
n.

Note that since 0 is a branching point for uk, (4.6) implies that it is a

branching point for v0. This fact, combined with Theorem 3.1 applied to

v0, with

ν = 2, β :=
2s

1− γ
− 2 < 1 and α := 2s+ γ − 2 < 1,

implies v0 ≡ 0, which contradicts (4.10). □

Corollary 4.1. Under the conditions of Theorem 4.1, there exists a constant

C > 0, depending only on n and γ, such that for any r < 1/2 one has

sup
Br(x0)

|u| ≤ C∥u∥L∞(Rn)r
2s

1−γ .

Remark 4.1. Note that if s ∈ (1/2, 1 − γ), with γ ∈ (0, 1/3), and u ∈

L∞(Rn) is a viscosity solution of (1.1), then the conclusion of Theorem 4.1

still holds, provided x0 ∈ B1/2 is such that u(x0) = |Du(x0)| = 0. The proof

is similar to that of Theorem 4.1; at the end, to get a contradiction, one

needs to apply Theorem 3.1 to v0 with

ν = 1, β :=
2s

1− γ
− 1 < 1 and α := 2s+ γ − 1 < 1.

5. Consequences and beyond

In this section, we prove three consequences of our main result. We start

by observing that the approach to prove Theorem 4.1 introduces a new

strategy for studying the regularity of solutions for two-phase problems in

the local framework.

Theorem 5.1. Let u be a viscosity solution of

∆u = uγ+ − uγ− in B1, (5.1)

where γ ∈ (0, 1/3). If x0 ∈ B1/2 is a branching point for u, then there exists

a constant C > 0, depending only on n and γ, such that

|u(x)| ≤ C∥u∥L∞(Rn)|x− x0|
2

1−γ , ∀x ∈ B1/2(x0).

As a consequence, u ∈ C
2

1−γ at branching points.
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Proof. Since

lim
s↗1−

(−∆)su = −∆u

(see, for example, [20, Lemma 4.1]), using Theorem 4.1 and passing to the

limit in (4.1) as s ↗ 1−, we conclude the desired result. □

Remark 5.1. Since all points in {xn = 0} are branching points for

u(x) :=

{

x
2

1−γ
n , xn ≥ 0

−(−xn)
2

1−γ , xn < 0,

the improved regularity result of Theorem 5.1 is optimal.

Proposition 5.1. If u is a viscosity solution of

∆u = uγ+ in B1, (5.2)

then all the points on ∂{u > 0} are branching points for u.

Proof. Indeed, if x0 ∈ ∂{u > 0}, then u(x0) = |Du(x0)| = 0, where the

last equality follows from the fact that u takes its minimum at x0. For the

same reason, D2u(x0) is non-negative definite, i.e., all the eigenvalues of

D2u(x0) are non-negative. On the other hand, if λi ≥ 0 are the eigenvalues

of D2u(x0), one has

0 = uγ+(x0) = ∆u(x0) = trace(D2u(x0)) =

n
∑

i=1

λi,

therefore, λi=0, for all i = 1, 2, . . . , n. Hence, D2u(x0) = 0. □

Remark 5.2. Solutions of (5.2) are C
2

1−γ at the free boundary ∂{u > 0}

(see [19, Theorem 2]). In view of Proposition 5.1, Theorem 5.1 generalizes

this result to the two-phase case. Note, however, that while for (5.2) the

range of γ is (0, 1), for (5.1) γ ranges in (0, 1/3).

We now prove the second consequence of our main result.

Theorem 5.2. Under the conditions of Theorem 4.1, there exists a constant

C > 0, depending only on n, γ and ∥u∥L∞(Rn), such that

sup
Br(x0)

|Du| ≤ Cr
2s

1−γ
−1

, (5.3)

for r < 1/2, where x0 ∈ B1/2 is a branching point.

Proof. With no loss of generality, let x0 = 0. We argue by contradiction and

assume the conclusion fails. Then, for all k ∈ N and for a constant C∗ > 0

to be chosen later,

µk+1 ≥ C∗2
−(k+1)( 2s

1−γ
−1)

, (5.4)
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where

µk := sup
B

2−k

|Du|.

Observe that

µk+1 ≥ 2
−( 2s

1−γ
−1)

µk, (5.5)

since otherwise, iterating one would have

µk+1 ≤ 2
−( 2s

1−γ
−1)

µk ≤ 2
−2( 2s

1−γ
−1)

µk−1 ≤ . . . ≤ 2
−k( 2s

1−γ
−1)

µ1.

The latter, recalling Theorem 2.3, implies

µk+1 ≤ 2
−k( 2s

1−γ
−1)

(

∥u∥L∞(Rn) + ∥u∥γL∞(B1)

)

,

which leads to (5.3), as any r ∈ (0, 1/2) can be trapped in an interval

(2−(k+1), 2−k), for some k ∈ N. As (5.3) is assumed to fail, then (5.5) must

hold. On the other hand, Corollary 4.1 yields the existence of a constant

C > 0, depending only on n, s and γ, such that

sup
B1

|u(2−kx)| = sup
B

2−k

|u(x)| ≤ C(2−k)
2s

1−γ . (5.6)

Set

vk(x) :=
u(2−kx)

2−kµk+1
, x ∈ B1.

Employing (5.6) and (5.4), we estimate

|vk(x)| =
|u(2−kx)|

2−kµk+1
≤

C

µk+1
(2−k)

2s
1−γ

−1
≤

C

C∗
2

2s
1−γ

−1
.

In the last inequality, choosing

C∗ ≥ Ck2
2s

1−γ
−1

, (5.7)

we obtain

|vk(x)| ≤
1

k
, x ∈ B1. (5.8)

Note that

sup
B1/2

|Dvk| = 1. (5.9)

Furthermore, from (5.4), (5.7) and (5.8), we get

|(−∆)svk(x)| = µ−1
k+12

(1+2s)k|(−∆)su(2−kx)|

= µ−1
k+12

(1+2s)kuγ+(2
−kx)

= µγ−1
k+12

(1+2s−γ)kvγ+(x)

≤ Cγ−1
∗ 2(1+2s−γ)vγ+(x)

≤
C̃

kγ
, (5.10)
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for a universal constant C̃ > 0, depending only on γ and s. Additionally,

for 0 < α < σ < 2s− 1 and 2k−1 ≥ R ≥ 1, recalling (5.5), one has

[vk]C1+α(BR) =
2−kα

µk+1
[u]C1+α(B

2−kR
)

≤
2−kα

µk+1
(2−k+1R)σ−α[u]C1+σ(B

2−kR
)

≤
2
k( 2s

1−γ
−1−σ)+σ−α

µ1
Rσ−α[u]C1+σ(B

2−kR
)

≤ CRσ−α, (5.11)

for a constant C > 0, depending only on s and γ. Here, the last inequality

follows by choosing σ > 0 sufficiently close to 2s − 1. Thus, up to a subse-

quence, vk converges to some v0 in C1,α(BR), as k → ∞. Moreover, thanks

to (5.10) and (5.11),

(−∆)sv0 = 0

and

[v0]C1+α(BR) ≤ CRσ−α.

Theorem 3.1 applies to v0, providing v0 ≡ 0, which is a contradiction, since

from (5.9), one has

sup
B1/2

|Dv0| = 1.

□

We finish this section by proving a Liouville-type result for solutions of

(1.1) with a certain growth at infinity.

Theorem 5.3. Let u ∈ L∞(Rn) be a viscosity solution of

−(−∆)su = uγ+ − uγ− in R
n,

with γ ∈ (0, 1/3) and s ∈ (1/2, 1). If x0 ∈ ∂{u > 0} ∩ {|Du| = 0}, and

u(x) = o
(

|x− x0|
2s

1−γ

)

, as |x| → ∞ (5.12)

then u ≡ 0.

Proof. Without loss of generality, we may assume x0 = 0. With R > 1, set

vR(x) :=
u(Rx)

R
2s

1−γ

.

Since vR(0) = 0, and vR is a viscosity solution of (1.1), Theorem 4.1 gives

|vR(x)| ≤ C∥vR∥L∞(Rn)|x|
2s

1−γ . (5.13)

Observe that if |Rx| is bounded, then u(Rx) is bounded. Therefore,

vR −→ 0, as R → ∞. (5.14)
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In fact, (5.14) remains true also when |Rx| → ∞, as R → ∞. Indeed, using

(5.12), for any fixed x ̸= 0, one gets

vR(x) =
u(Rx)

|Rx|
2s

1−γ

|x|
2s

1−γ −→ 0, as R → ∞.

We aim to show that u ≡ 0. Suppose this is not the case, and there is a

point y ∈ R
n such that |u(y)| > 0. By choosing R > 0 large enough so that

y ∈ BR, and using (5.13) and (5.14), we estimate

|u(y)|

|y|
2s

1−γ

≤ sup
BR

|u(x)|

|x|
2s

1−γ

= sup
B1

|vR(x)|

|x|
2s

1−γ

<
|u(y)|

2|y|
2s

1−γ

,

reaching a contradiction. □

6. Fully nonlinear case

As observed earlier, our main result can be generalized to the fully non-

linear setting. More precisely, let

F (D2su) = uγ+ − uγ− in B1, (6.1)

where D2su(x) is the matrix with (i, j)−entry
∫

Rn

δu(x, y)
⟨ei, y⟩⟨ej , y⟩

|y|n+2s+2
dy,

where δu(x, y) := u(x + y) + u(x − y) − 2u(x) is the symmetric difference,

and {ei} is the standard orthonormal basis of Rn. In (6.1), the operator

F : Sym(n) → R is assumed to be a uniformly elliptic operator that vanishes

at the origin, i.e., F (0) = 0, and

λ∥N∥ ≤ F (M +N)− F (M) ≤ Λ∥N∥, (6.2)

for some constants 0 < λ ≤ Λ, and for any M,N ∈ Sym(n) with N ≥ 0.

Furthermore, we suppose that F (M) is differentiable with respect to M ,

and

∥DF (M)−DF (N)∥ ≤ ω(∥M −N∥), (6.3)

for a modulus of continuity ω, and for all M,N ∈ Sym(n). The following

result is from [23, Proposition 2.2] (see also [5, 17]). It unlocks the proof of

the corresponding improved regularity result for (6.1).

Proposition 6.1. If Fk : Sym(n) → R is a sequence of operators vanishing

at the origin and satisfying (6.2)-(6.3) with the same ellipticity constants,

then, up to a subsequence,

ρ−1Fk(δM) −→ DF0(0)M,
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locally uniformly, as ρ → 0, where F0 is an operator satisfying the same

conditions.

The following result generalizes Theorem 4.1, and its proof is based on

similar arguments. We sketch it here for the reader’s convenience.

Theorem 6.1. Let F satisfy (6.2)-(6.3) and F (0) = 0. If u ∈ L∞(Rn) is a

viscosity solution of (6.1), for γ ∈ (0, 1/3) and s > 1− γ
2 , and x0 ∈ B1/2 is

a branching point of u, then there exists a constant C > 0, depending only

on n, γ, λ and Λ, such that

|u(x)| ≤ C∥u∥L∞(Rn)|x− x0|
2s

1−γ , ∀x ∈ B1/2(x0).

Proof. Without loss of generality, we assume x0 = 0. We make use of

Proposition 6.1 and argue as in the proof of Theorem 4.1. More precisely,

if the conclusion fails, then there exist sequences uk, xk, and Fk such that 0

is a branching point of uk,

Fk(D
2suk) = (uk)

γ
+ − (uk)

γ
−,

[uk]C2s+γ(B1/2)
≤ 2C,

but

|uk(xk)| > k|xk|
2s

1−γ .

Let now θk be as in (4.4). As observed in the proof of Theorem 4.1, there

exists rk → 0, such that (4.5) holds. A direct calculation shows that

δ̃−1
k Fk(δ̃kD

2s(vk(x+ h)− vk(x)) +D2suk(rkx))

=
1

θ1−γ
k (rk)

[

(vk(x+ h))γ+ − (vk(x+ h))γ−
]

,
(6.4)

where vk is defined by (4.6), and δ̃k := θk(rk)r
γ

1−γ

k . Furthermore, as noted

in the proof of Theorem 4.1, up to a subsequence, vk converges, as k → ∞,

to some v0 in C2s+γ
loc (BR), as k → ∞, for any R ≥ 1, which satisfies (4.10).

Since

θk(rk)r
γ

1−γ

k −→ 0,

as k → ∞, using Proposition 6.1, and passing to the limit in (6.4), we get

DF0(0)D
2sv0 = 0. (6.5)

On the other hand, since DF0(0)D
2s is a constant coefficient linear operator,

then up to an affine change of variables, from (6.5), we conclude

(−∆)sv0 = 0 in R
n.

Therefore, as in the proof of Theorem 4.1, Theorem 3.1 implies v0 ≡ 0,

which contradicts (4.10). □
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Remark 6.1. By passing to the limit as s ↗ 1−, we extend the regularity

result of [19] to the two-phase setting, also covering the case of fully nonlinear

elliptic operators.
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