[v1] Tue,

22 Jul

Bicategories of Lax Fractions

Graham Manuell and Lurdes Sousa”

22nd July 2025

Abstract

The well-known calculus of fractions of Gabriel and Zisman provides a convenient
way to formally invert morphisms in a category. This was extended to bicategories by
Pronk. On the other hand, the second author has developed a calculus of lax fractions for
order-enriched categories that formally turns a given class of morphisms into left adjoint
right inverses. We extend these constructions by presenting a calculus of lax fractions for
2-categories that formally turns a class of morphisms and pseudo-commutative squares
into left adjoint right inverses and Beck—Chevalley squares.

Contents

1 Introduction 1

2 The X-calculus 2

3 The bicategory of lax fractions 13
3.1 The categories X[Z.](A,B) . . . o . . o e 14
3.2 Y-schemesand Q 2-cells . . . .. ... .. .. .. ... .. e 24
3.3 The horizontal composition and the associator . . . . . . .. ... ... .... 32

4 The universal property 49

A On X-paths and 2 2-cells 58

1 Introduction

The calculus of fractions construction by Gabriel and Zisman [2] provides a universal way
to formally invert a class of morphisms in a category. In [6] Pronk presents a 2-categorical
generalisation allowing for freely turning morphisms from a given class into equivalences. On
the other hand, in [7] the second author introduces a calculus of lax fractions for order-enriched
categories in order to formally add right adjoint retractions to morphisms in a class while
also controlling when the Beck—Chevalley condition holds.

In this paper we provide a synthesis of these two approaches by providing a calculus of
lax fractions for 2-categories.

One application of our calculus, developed in the paper [4], is a construction of the
bicategory of (strict) monoidal categories and lax monoidal functors from the 2-category of
strict monoidal categories and strict monoidal functors by formally adding right adjoints to
the morphisms whose underlying functors have fully faithful right adjoints.

The data for the construction involves the original 2-category X and a collection ¥ of
squares, commuting up to isomorphism, whose horizontal morphisms are to become left adjoint
right inverses, and which will themselves will become Beck—Chevalley squares. This collection
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of squares must satisfy a number of axioms (Definition 2.1). In particular, the horizontal
morphisms of these squares together with the squares themselves form a subcategory of the
arrow category X . The resulting bicategory of lax fractions X[X,] will have the same

objects as X and 1-cells given by cospans A L I & B where s is a horizontal morphism from
3. The 2-cells are certain equivalence classes of diagrams of the form

f

A > 1 < = B
-l

«@ X Z3 B
=T

A — J B

where ¥ denotes that the squares come from the collection ¥. This bicategory is universal
in the sense that, for each bicategory ), there is an biequivalence between the bicategory of
pseudofunctors from X[X,] to Y and a bicategory whose objects are pseudofunctors from X
to Y that send the horizontal morphisms of ¥ to left adjoint right inverses and the squares of
> to Beck—Chevalley squares.

In the paper [4] we will present several special examples of bicategories of lax fractions
and explore the relationship between the calculus of lax fractions, lax idempotent monads
and Kan extensions.

Bourke and Garner [1] addressed to the construction of categories by freely adding a
“section” to certain morphisms. Our approach here is completely different but it may be
interesting to study how their work relates to our bicategory of fractions.

2 The Y-calculus

Let X be a 2-category and denote by X'~° the arrow category whose objects are the 1-cells
of X and whose morphisms from f: X - Y to g: Z —» W are triples (u,v,d): f = g where
u: X = Z and v:Y =» W are 1-cells and é: gu = v f is an invertible 2-cell:

L, . (2.1)

The identity morphisms are just identity 2-cells (1,1,id): f — f; composition is vertical
0,0 "o L. L
composition of squares, that is, for f (u—v>) g(i>)h , the composition is given by
(u'7 ’U,v 5') : (’U,, v, 6) = (u'u, ’U,’U, (’U' 8 6)(5, ° u))
Let ¥ be a subcategory of X~ . In the following we will use a square

with ¥° in its center, to indicate that (u,v,d):r — s is a morphism in X. If no danger of
confusion exists we also use just ¥ without §. We call these squares Y-squares. Sometimes
we reverse or invert them, but the horizontal arrows always refer to objects of 3, and the
vertical ones to the 1-cell part of the represented morphism.

In this way, our calculus of lax fractions becomes essentially a calculus of ¥-squares.

u
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Definition 2.1. Left calculus of lax fractions. Given a subcategory ¥ of X~ we say
that it admits a left calculus of lax fractions provided that the following conditions are
statisfied.



(1) Identity. Every identity 1-cell of X is an object of ¥, and for every X-object s: X - Y
we have the Y-square

(2) Repletion.

(a) Vertical Repletion. For every invertible 2-cell §:r = s with r: X —» Y in ¥, s also
belongs to ¥ and we have the Y-square

L<

—
~
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(b) Horizontal Repletion. For every pair of morphisms f,g: X — Y and every
invertible 2-cell v: f = ¢, we have the X-square

(D and (2) are both Y-squares, then the pasting diagram (D+(2) is also a Y-square.

(4) Square. For every span e (L e — % e with s € 3, there is a X-square of the
form

e —> %o
fl by lf"
o —— o

S

(5) Equi-insertion. For every Y-square and every 2-cell a: f'r = gr as in the diagram

A—>3 B

\
N

d
&H_

C — D
there is a 1-cell d: D — F and a 2-cell a': df' = dg such that
C —»D
H g
C—— F

I
and da = «ar.



(6) Equification. For every Y-square and two 2-cells as in the diagram
A—— B
5 =
! DI
=
C ———D
with ar = fr, there is a 1-cell d: D — E such that
C —=D
H Eid J
¢ —7F
and da = df.

Remark 2.2. Given a subcategory ¥ of the arrow category X'~ ~, we say that it admits a
right calculus of lax fractions if it satisfies the rules of Definition 2.1, but with all 1-cells
reversed.

Remark 2.3. One can consider this left calculus of lax fractions in the more general context
of bicategories. We opt for starting with a 2-category to simplify the exposition, and also
because all the examples we know involve 2-categories.

Remark 2.4. The Composition axiom (together with Horizontal Repletion) allows to us to
view Y as a double category.

Remark 2.5. Using Vertical Repletion and Composition, we have the following property:

B——1 B—157
H e if and only if H 3 »LL for some u and 4.
B——X B—— X

Remark 2.6. 1. A 1-cell f: A > B is said to be a lari (abbreviation for left adjoint right
inverse), if there is an adjunction

such that 7 is an invertible 2-cell. Thus, in this case, the conditions defining the adjunction

ALy B B—2s 4
7 7/
z _ 174 .
g = idy and f = idg
/ sﬂ 77/
2 L
A—— B B—23% 4

lead to
(fon) '=cof and (nog) ' =goe.

In the following, we use the notation f, to denote a right adjoint to f.



2. A diagram of the form

!

g

N

with r and s lari 1-cells and § an invertible 2-cell has the Beck—Chevalley condition if its
mate is an isomorphism — that is, in the diagram

Tx
[ ]

f

g

141

the 2-cell 6 = (s, 0g0e’ ) (sx000r,)-(n’ o fory): fre = s.g is invertible.

Examples 2.7. 1. Laris. For a 2-category &, let ¥ be the subcategory of the category
X~ given by all laris and those morphisms of X~ forming Beck-Chevalley squares.

The subcategory X of laris admits a left calculus of lax fractions. Indeed, Identity,
Repletion and Composition are clear. For Square, observe that, since s is a lari, the
square

e

satisfies the Beck—Chevalley condition. For Equi-insertion, suppose we have

T

A——

&h
SR ey

C ——

where § is invertible and satisfying the Beck—Chevalley condition. Let § be the mate
of §. The Equi-insertion condition is fulfilled by putting d = s, and defining a' to be

——1
the composite s*f LR fra —§> $.g where ad denotes the mate of the composite o - 6.
Note that

C —»D

| &7 |-

is mdeed a Beck—Chevalley square To see that s,a =« r it suffices to show sya - o7 -
fn" =a'r-or- fn", since 6 and o are invertible. But a'r - 6r - f" = aér - fn". Thus,
we can just show that s,a - or - "= adr - fn". Expanding the definition of the mates
we have

Sy * S*f,grr . 8*57'*7' . Tlsz*T : fnr
= Sy S*flerr S5y 0Ty S*Sf’r]r : ng

= spa- sy fe T s frn 500 f
= 5,005,017 f



on the left-hand side and

s S s
SxJE T+ SuQTyT » 80151+ 1) fryr - fn

T ! T S
SxGE T * SuQTyT - Sy f 1M 801 f

SxGE T+ 55 grn) Sy 501 f

s*a~s*(5~775f

on the right-hand side. Thus, they are indeed equal.

For Equification, we show that again we may take d = s,. Let S fre = s*f' be the
mate of §. Composing o and 3 with ¢":rr, = 15 and 6,

L 9/—)14
5 Ny _ N\ S«
m /JC.(V‘S\
B—=—A—>B—=>A4A—C

T 3

as s, 0aor = s, 0 Bor, we have s, oaog =s,0B0¢", hence we obtain that
(s.0a)- (for,oc)-(6oror) = (s,08) - (for,oc)-(doror,). Snce
(foryoe )-(6oror,) isinvertible, s, o o = s, 0 f3.

2. Ordinary left calculus of fractions. Given an ordinary category X and a class X
of morphisms of X, let us look at X as a 2-category with trivial 2-cells (in particular,
laris are just isomorphisms) and at ¥ as a full subcategory of the arrow category X .
Then, for ¥, to admit a left calculus of lax fractions just means to admit a left calculus
of fractions in the classical sense ([2]).

3. Pronk’s calculus. In [6], Dorette Pronk introduced a right bicalculus of fractions
for a class ¥ of 1-cells generalising the classical calculus for bicategories (see also [5]).
With this calculus, the localization process yields a bicategory where morphisms in X
become equivalences. Here we show that in a 2-category X, a class X of 1-cells admits
a left bicalculus of fractions, in the sense of Pronk, if and only if ¥, viewed as a full
subcategory of X~%, admits a left calculus of lax fractions.

First, we observe that, if & is a full subcategory of X~ ~, we can look at ¥ as a class of
1-cells of X, and our left calculus of lax fractions becomes one with the following rules:

(Id) All identity 1-cells belong to 3.
(Rep) For every invertible 2-cell §:r = s with r € X, also s belongs to X.
)
)

(Comp) ¥ is closed under composition.

(Sq) For every span X (L Y — 3 Z with s € &, there are 1-cells st Z > W and
f': Y - W, with s'in >, and an invertible 2-cell

o
iEA0

Y

(Eql) For every 2-cell x Jla 7 with r € 3, there is ¢: Z - W in ¥ and a

Y
2-cell o' qg1 = qgo such that o or= qoa.



(Eq2) For every diagram X ——> Y « B Z withr € X, there is ¢: Z » W in

NG A

92
> such that goa = qo (.

LN
For obtaining (Eql) from Equi-insertion, observe that now glrl = \Lgl is a X-square.

Conversely, from (Eql) and (Comp) we obtain Equi-insertion. A similar analysis works
for (Eq2).

Comparing with the left bicalculus of fractions of Pronk, we see that rules (Id), (Rep),
(Comp) and (Sq) are common to Pronk’s calculus (except that in (Id) we just impose
identities to belong to ¥ instead of all equivalences). The remaining rule of the left
bicalculus of fractions states that:

(PR) Given X LYin ¥, 1-cells g1,92:Y = Z and a 2-cell a: gy or = g, o r, we have
that:
(i) There is ¢:Z—->QinYand a'iqgog, = gog, witha' or=goa.
(ii) If we have other ¢ and o' as ¢ and o' in (i), that is, ¢:Z — Q' belongs to &
and o q' 0g; = q' 0go with a or = q' o «, then there are 1-cells u and u' and an
invertible 2-cell e:u 0 ¢ = ' o ¢' such that (e 0 go) - (uod') = (u' 0 a") - (c0gy).

In [6], there is another part of (PR), namely,

(PR)(iii) If, in (i), « is invertible, then o' may be chosen invertible too.

But this condition is not needed, since it follows from the others, as it was shown in [5].
(PR)(i) is just (Eql). Thus, in order to show that Pronk’s bicalculus is equivalent to

our calculus of lax fractions, we only need to prove that, in the presence of the rules
(Id), (Rep), (Comp), (Sq) and (Eql), (PR)(ii) <= (Eq2).

(PR)(ii) = (Eq2). Given 2-cells a, 3:g; o7 = gy o r as in (Eq2), both (1z,«) and
(14, ) play the same role as (¢,a') in (Eql). Then, by (PR)(ii), there are u,u': Z - W
in ¥ and an invertible e:u — u' such that eoa = £ o B, thus uoa=uog.

(Eq2) = (PR)(ii). Let (g¢,a') be as in (Eql) and let another pair (¢, ") play the

q’
I . . 0
same role. Apply (Sq) to ¢ and ¢ obtaining QM lp' . Then,
P

(6ogs)-(pea)or=6oas=(pea’) - (fog)or

By (Eq2) there is a 1-cell d belonging to ¥ such that do(fog,)-(poa’') = do(p'ea’)-(Hog;).
Hence, u = dp, u' = dp' and € = d o 6 fulfill the conditions of (PR)(ii).

. Order-enriched categories. For an order-enriched category X', that is, a 2-category
where all X(A,B), A,B € X, are just posets, we can remove the rule Equification
because it trivially always holds. This way, our calculus of lax fractions becomes the
calculus introduced in [7] by the second author, except that Horizontal Repletion,
stating that identity squares of the form fl—lf are Y-squares, was not used there. The

following examples in order-enriched categories can be found in [7].

(a) Embbedings in Pos. Let D be the contravariant endofunctor on Pos taking
each poset X into the poset of lower sets of X, and every monotone map f: X —» Y



to the preimage map Df: DY — DX. Let ¥ consist of all embbeddings of Pos

) X /Y " "
and commutative squares ”l l such that (Du)” - Dm = Dn - (Dv)", where

zZ "W
(=) stands for the left adjoint. Equivalently, these squares are those such that,
for every y € Y and z € Z, if n(z) < v(y) then there is some x € X with z < u(x)
and m(x) < y. Then ¥ admits a left calculus of lax fractions.

(b) Embeddings in Loc. Let Loc be the category of locales (i.e., frames) and localic
maps, i.e., maps preserving all infima and whose left adjoint f* preserves finite
meets. Recall that embeddings in Loc are precisely the localic maps h made split
monomorphisms by its left adjoint: h*h = id.

Let ¥ consist of all embeddings and commutative squares

X =Y

o] 1r

Z =W

satisfying the Beck—Chevalley condition v*n = mu”. Then ¥ admits a left calculus
of lax fractions.

(c) Flat embeddings in Loc. In the following two cases we have a subcategory of
Loc~ which admits a left calculus of lax fractions:

e All dense embeddings and squares as above.
e All flat embeddings and squares as above.

5. Lax epimorphisms. Recall that in a 2-category X a 1-cell f: X - Y is said to be a

lax epimorphism (or co-fully faithful) if, for every object Z, the functor X (Y, Z) e,
X(X, Z) is fully faithful, i.e., every 2-cell a: g1 f = ¢of factors uniquely through f. Lax
epimorphisms are stable under bi-pushouts, that is, a bi-pushout of a lax epimorphism
along any morphism is a lax epimorphism (see [3]).

Let ¥ be the full subcategory of X~ of all lax epimorphisms. Then, ¥ admits a left

calculus of lax fractions, that is, it fulfills rules (Id), (Rep), (Comp), (Sq), (Eql) and
(Eq2) of Example 3 above. All rules are obvious, (Sq) is obtained with a bi-pushout.

Analogously, if we take all lax epimorphisms and just all squares obtained by a finite
X =5 x

vertical and horizontal composition of identity squares of the form l*i i with r a
X —Y

lax epimorphism and bi-pushout squares, we obtain a left calculus of lax fractions.

6. Fully faithful functors. Let Cat be the 2-category of small categories. Let X consist
of all fully faithful functors and squares

M

§

>
&

F

Q

6N

a
S}

(with M and N fully faithful and ¢ invertible) such that if (Y, x) is the a Kan extension
of the Yoneda embedding Y:C — [C?,Set] along N then (YG, (Y 04) (ko F))is a
left Kan extension of Y F' along M.

7. Strict monoidal functors. Let Cat(Mon) be the 2-category of categories internal
to the category Mon of monoids. A category in Mon is the same thing as a strict
monoidal category, while an internal functor is a strict monoidal functor. The class
of strict monoidal functors whose underlying functors have fully faithful right adjoints
and the pseudo-commutative squares whose underlying functors form Beck—Chevalley
squares admits a right calculus of lax fractions.



The last two examples, as well as other examples and the corresponding bicategories
of fractions, will be studied in detail in the paper [4], where we explore the relation of the
calculus of lax fractions with lax-idempotent monads and Kan extensions.

In the next proposition, from the rules (1)—(6) of the left calculus of lax fractions we
obtain new rules which will be very useful in what follows.

Proposition 2.8. Let ¥ be a subcategory of X~ admitting a left calculus of lax fractions.
Then it satisfies the following rules:

Rule 1. Every square obtained as a finite (horizontal and vertical) composition of X-squares is a
Y-square.

Rule 2. For composable r,s € 3, we have

e —" 3o
Eid s
o 7) .
o« — %o e —" 3o e —2 3 e
Rule 3. If Sl 25 lu and s € X then Z‘S w and Zid ¢
. —t) . . —) ° . T) .
Rule 4. If we have two diagrams of the form
B, —> I, B, — T
bll 251 lzl bll 251 lyl
A—=5 X A—L5Y
o x5 € 2
Jen = T b
By —— I> By —— I>

dy d . . .
then there are X —> D « Y and invertible 2-cells ~;: d,x; = dyy;, i = 1,2, such
that we have the following X-squares formed with d, and d, and the equality of pasting
diagrams:

B, /> I, B, /> I,

l DN lx> bll Z’” lyl
A= X Fldm ALy

| = | = b
A——=D A—>D
s s
A2 x Fla, A—>D
] ow TM Jox e
By —— I> By —— I>

Rule 4’. If we have X-squares as the two ones on the top of the diagrams

B——1 B——1
bl 25 lz bl 26 ly
A—3 X Fdy = A——Y
| s b/ s L
A——D A——D



dy d . . .
then there are 1-cells X = D «= Y forming Y-squares as in the bottom of the diagrams
and an invertible 2-cell v : dyx = dyy forming the above equality of pasting diagrams.

Rule 5. For every two spans X < B EA Cand X £ B C withv e Y, there are w:C = D
and X-squares of the form

B—=5 X B—= X
fl 25 lf' and g ZE lg'
C —— D C ——D.
Rule 6. Given a diagram
f
v /N
X<—pB | c
~—

with v € X, there are a 1-cell w:C — D, X-diagrams of the form

B X B3 X
fl e lf' and gl 3¢ lg'
C—— D C—— D

and a 2-cell ﬂ': f' = g' performing the following equality of pasting diagrams:

B—— X B—/ X
| Zili=iGl 7 b
C —— D C —— D
Proof. 1. Horizontal composition of Y-squares is given by Composition, the vertical one is

the composition in the subcategory X.

2. It is obtained by using Vertical Repletion, Identity and Composition:

. ;) . . —) °
Zid Eid s - l
o ——H e —— o —) U
3. Observe that
. . —) . —) °
ORI R U A (N SU I

. —) . —) . —) .
The other ¥-square is obtained by Rule 2, since t € X.

4. A. First, we prove two auxiliary rules, namely 4a and 4b, as follows:

4a. If we have a diagram of the form
A—"—> B
=
f ) a b
i
C ——D

10



with awor = (B or)™", then there is a 1-cell d: D — E such that

C ——D
| = I
C—7 F
and doa = (do ).
4b. Given X-squares
A—— B A—— B
Y |a and fl 3 lb
C — D C ——D
C—=D
thereis a 1-cell d: D — E and an invertible 2-cell v: da = db such that H y ld
C—— F

and (yor):(dod)=doe.

Proof of 4a. Since we have (8- a)or =id, or and (a - 8) o r = id; o r, by Equification
twice we obtain, successively, 1-cells di: D — D7 and dy: D1 — D4 such that

C—*sD c -2 p,
| = ]« | = ]«
¢ dis l)l ¢ dodq $ 1)2

and, also, first d; o (8- ) = d; oid, and, secondly, dy o dy o (a+ 3) = dy o d; ©id,. Thus,
the 1-cell d = dyd; is as desired.

-1
Proof of 4b. We have the 2-cell ar = f == br . Then, using Equi-insertion, there

C ——D
is di: D — Dy and 7;:dja = d;b such that H Y Ja, andyrer=dgo (- 5_1).
¢ D
. die™t di§ .
Analogously, departing from d;br disf dyar , we obtain dy: Dy = Dy and
c 2% p
a 2-cell Vot dodyb = dydya such that H Y |4, and yp0r = dyo((dyo8)-(dyoe™t)).
c d2dls} Dy
This way, we have the ¥-square
C —— D
| 5 Jos
¢ dzdls} Dy
and the 2-cell composition dydia den dodib X2 dodia such that (v, o r)_l =

dy © v; o r. Using the rule 4a, we conclude that there is ds: Dy — Ds such that
dod s,

¢ — D
H ¢ |y and (ds © v2)™" = dydyy,. Hence, the 1-cell d = dsdad; and the

C — D,

dsdadys
invertible 2-cell v = d3dy7y;: da = db are as desired.

11



B. Now, we prove Rule 4.

We obtain successively:

A5 X
1) s 3 la' by Square
Y —> Z
A—=5 X A—L5y
(i) ” 3¢ la’ and ” Y la by (i) and Rule 3
A—> Z A—(> Z
B —= I B, —= I,
5i - ) e .
(iii) blﬁ Egg_) )\% and b% Zj Yy , 1=1,2
| = L | = ]
A— Z A——r 7
using the initial data, (ii) and Rule 1
B, —> I, B, —> I,
Sz N el b
A" X ALy
(iv) ” DM a'\L = |qay; = ” 3 \La with + invertible
A 7 A= 7
| = ] | = |
A——Q A——Q
by (iii) and rule 4b.
By —25 I, By —25 1,
) bzl M lqa'mQ and bgl M \anyz
A—Q A——Q
using Rule 1 applied to X-squares of (iii) and (iv)
By —5 I By, /5 I,

bz Z \an' bzl 2 \anyz
(vi) A—s3 QX daays . A — Q with 7, invertible
” P ” |,

qu1

q"Ul
by (v) and rule 4b.

12



Thus, setting d,, = q'qa', d, = q'qa and v, = q'fy, we obtain the desired result.

4’. This is immediate from Rule 4. Indeed unfolding symmetrically each one of the ¥-squares,
we get a particular case of Rule 4.

5. Use Square to obtain successively

B —Y3 X B Y% X c 25 D
fl Eé l}; gl EE lg Wo EW \Ldl
C —— Dy C —> Do Dy —— D

Now, using Rule 3 and Rule 1,we have:

B——> X B —Y
1= o
C — Dy and

C ——D

dawy dawy

6. First, departing from v, f and g, obtain the Y-squares as in 5. with 0, &, D, @, f and

-1

3
g instead of §, ¢, D, w, f' and g', respectively. Then we have a 2-cell p = (fv ==

s _
wf w=> wyg ; v). By Equi-insertion we get d : D — D, forming a Y-square with w,

and a 2-cell df #=> dg such that ' o v = d o . The desired S-squares >’ and ¢, the
1-cell w and the 2-cell 4 are then given by § = dod, e =do&, w = dw and ' = u'. O
Notation 2.9. For composable Y-squares
. —) . e —> e —> o
l=z | Lol |
® ° e ——H e —— o
v ]
e —> o
we sometimes refer to the Y-squares which result by vertical and horizontal composition as
7% and 2*®7 | respectively.

3 The bicategory of lax fractions

Let X be a 2-category and let ¥ be a subcategory of X~° admitting a left calculus of lax
fractions. This section is devoted to the description of a bicategory of lax fractions X[X,].

The classical calculus of fractions with respect to a class of morphisms ¥ in a category X,
introduced by Gabriel and Zisman [2] provides a nice description of a category X [E_l] and
a functor Pyt X — X[X '] such that the morphisms of Ps[X] are all invertible and P, is
universal with respect to this property. Our definition of X'[X,] gives a generalization of the
classical case. In the next section, we define a pseudofunctor Ps;: X —» X[X,] which freely
adds to each Px(s) with s € ob(X) a right adjoint making Px(s) a lari in X[X,] and sends
Y-squares to Beck-Chevalley squares. Moreover, Px(s) is universal with respect to these
properties. The bicategory X[X,] has strict units, that is, the unitors are just identities.
Analogously the pseudofunctor P is strictly unitary, that is, it strictly preserves units.

The proofs will consist essentially on a convenient calculus of Y-squares based on the rules
of Definition 2.1.

13



3.1 The categories X[Y,](A, B)

The objects of X[X,] are just those of X, the 1-cells are the 3-cospans (see Definition 3.1)
and the 2-cells are x-equivalence classes of 2-morphisms (see Definition 3.1 and Definition
3.2). In this subsection we describe the categories X[2,](A, B) for every pair of objects A
and B.

Definition 3.1. A cospan A L I < B with r € ¥ is said to be a Y.-cospan from A to B,
and is written (f,I,7) or simply (f,r).

Given two Y-cospans (f,r) and (g, s), both from A to B, a 2-morphism from (f,r) to
(g, s) consists of two Y-squares and a 2-cell oz f = x5¢g as in the following diagram:

A NN AR B
SIS R

% X+—=2 B (3.1)
Ao |
A > J < B

We denote it by
(04,331756‘2,1'3,51,(52): (f,’l") = (g,S)

or just (o, z1,22): (f,7) = (g,5).

Our bicategory X[X,] has the same objects as X and has Y-cospans as 1-cells; the 2-cells
are =-equivalence classes of 2-morphisms for a convenient =-relation, which we describe next.

Definition 3.2. 1. A Y-extension of a 2-morphism as in (3.1) above is any 2-morphism

of the form ((65 0 g) - (dy 0 @) - (67" o f), 21, 22) indicated by the wavy line part of the
following diagram, where the 2-cells 6;:d,x; = z;, i = 1,2, are invertible:

X 04 22 2 X Z3 B

AR AT
AWJWB

2. We say that two 2-morphisms with common domain and codomain are x-related
if they have a common Y-extension. This is clearly equivalent to say that two 2-
morphisms (aaxl7x27x3561752) and (/67y1ay27y37€1762) from (f,’l") to (g,S) are =-

B—3 X B "5 X
related if there are X-squares H yx ldz and H Ew ldy and invertible 2-cells
B ——=D B —=D

Vi * dyz; = dyy; such that the 2-morphisms given by the wavy lines in the next diagram

14



are equal.

A—WIW—B
e s

X\<%=Y<=X<—B
dy
4o dzg% i:
TR SN i
X%Y:X(—B
N, v 7‘ %

AWW

<

Lemma 3.3. The relation = is an equivalence relation.

A Ay [ ¢dn B
ng 57§

dyop )| Y <5— B
vy 2§
D(TB
SN

Y <— B
@\E”§
A-WV-)J B

Proof. Reflexivity and symmetry are obvious. To show transitivity, consider three 2-morphisms

a = (aaxlax27x375135227 B = gﬂvylay27y3a€1752) and ’7 =

(7)21722723LC17C2) from (fa-[l,rl)

to (g,I5,73), with @ = 8 and 8 = 7. Let the =-relation between @ and 3, and the one between

B and 7, be given by the data represented by (3.2) and (3.3) below, respectively.

AW/AWB
T 1 51
Somd T
XAy My mop
RN RS Sl
dyoa EDWV—B
s BN
X 2y L2y o
K:cg Y2 3627\ 252 é%
AW\-)D(-/WWB
AW/IIWB
NSURC AV RN
Y\&Z%Y«"—SB
€y © Cy Exy
eyoB E% S i
P BN IR
Y =2 7 &2y (2B
el

SINK

Yy <& B

=

dyep D ¢+L B

v

Yy <2 B

EIDE

A—«@N—)IQWB

A_«JN.)Ilé«fLV_B

{5

Z<¢ 2B

4z

=7 E < B

SRR

Z<¢2 B

EID

A—«/_;]N-)IQ(-'\%N—B

(3.2)

Using the Y-squares E‘Py and ¥*¥, combined with Rule 4’ of Proposition 2.8, we obtain

Y-squares and an invertible 2-cell 6 such that

B L5y
| = N
B—— D%)ne, =
| 5 |
B——>T



Consequently, we obtain a common Y-extension of & and 7. Namely, for
i = (t2 0 X33)(0 0 ;) (L1 © A1), we get the equality

f 1 f T
AAAAAARAAAANS LrAnAamAanAAn—
A /Il\ . B A—WIlm—B
T1 z T1 1 2 <1
O N E i HDN
X<=Z<=X(—B 74 2 B
N\

trez noyx tae n20xz §
t1d, 2\;/ tid, E § 2%z E
tidgo 3 T = tre,y T (t_ B

B
/tldg; t;t;z E"le“‘” é t26;§ 2772®Xz %%

1

=R~

XK=> Z <=7\X <+ B Z<+*—B
e 25 T N =28 3
A W l/i W i A —'vb/v-) ;i (—«;\QN— i
showing that & = 7. O

Notation 3.4. A 2-cell between Y-cospans is an =-equivalence class of 2-morphisms between
them. Given a 2-morphism & = (a, 1, s, T3, 01, 02), we use the notation [a] for indicating
the =-equivalence class of a. Sometimes we use [«, z1, Ta, T3, 01, 2] or simply [a, 1,22 ].

We present now the vertical composition of 2-cells between Y-cospans. For that we
define first the vertical composition between 2-morphisms and then take the corresponding
x-equivalence classes.

Definition 3.5. Vertical composition. Let & = (o, x1, 22, 23,01,02): (f,7) = (g,s) and

B = (8,1, Y2, Y3, €1,€2): (g, 8) = (h,t) be 2-morphisms, as illustrated in the diagram

A—Lsr¢ B
SR

/X(TB
o] = |

A——J <4 B (3.4)
] =

&1

AT)K(t—B.

Using the X-squares ¥°2 and X' and Rule 4’, we obtain new X-squares and an invertible
2-cell v performing the following equality between pasting diagrams:

B—— B——J
| = X | 5
B 23 X == = B-¥sy - (3.5)

| = |- / | = [o
B——D B——D

The vertical composition of the two 2-morphisms is any resulting 2-morphism /3 o & represented

16



by the following diagram:

A f » [ <— B
ns" |
/ X ¢o- B
2w v |
A—2sJ v DB (3.6)
Nl = H
\ Y ¢ys—
n g H
A > K <— B

h t

The corresponding vertical composition of the two 2-cells is given by
[5]-[a]l=[B-al
We now show that it is well-defined.

Proposition 3.6. The vertical composition between 2-cells is well-defined.

PT’OOf COIlSldeI‘szI'phlSHlSOL - (Ol x17x27z3a51762) (f7 ) ( 75) andB (/8 Y1, y27y3a517€2) (ga )

(h,t) as above in Equation (3.4).

(1) We first show that the composition does not depend on the the choice of the Y-squares and
the isomorphisms v: d,z9 = d,y; in Equation (3.5). Indeed, suppose we have two different
choices of this data with v:d,zy = d,y; and fy': d;fﬂg = d;yl as in the diagrams

B 24y X
H S
B—sD
| 5
B——Y

and

Bz—>X
B
B—)D

| s T

B—— Y.

By Rule 4 of Proposition 2.8, we then obtain ¥-squares and invertible 2-cells 6;, ¢ = 1,2, such

that
B 24 X

= )
B X D = | tod,
H Em t
B——T

| = T“
B > D L | tad,
H Ewy

B ——Y

17
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These can be used to form Y-extensions each of the two compositions:

f

A ! > [ — B A y 1< B
1 251 z1 251
3 x3
tidya - X ~ B 1 X B
o ld; da wa fady dL\L Ev'm
\ZeIl I 01 & u 1
DD <<= D <— B D (T B
. d \tl t2l tl/ E’J’l todh o tzl sz
182 T2
A—2s 07 jT v B and A%J@TWJ—B
t1dyyl 4 t2T tl\ 21/)1 tzd'yyl to EU}Q
D= D —=D<" B D' ¢+“— B
& 92 . 02 7\ ' 1
thd, B d, Tdy/ d, ZV’y tgd!yﬁ dyT Z y
Y T} B Y <y—3 B
of x| ol 5|
A n P K — B A - » K ¢— B.

For these two Y-extensions to coincide we would need the 2-cells on the left-hand-side of
each diagram to be equal. That is, we want the outer rectangle of the following diagram to
commute.

tidy t t1dy B
tid, o, f == tyd,a0g == tidyyg = tidyyah

9?@9” ﬂezylg ﬂ%yzh
! I

The left and right squares commute by naturality and so it suffices to show the central square
commutes. Actually, this square might not commute, but we can force it by passing to a
further Y-extension. We want to force 0oy « t17y + 07 1:U2 = tg')/' using Equification. Thus, we
consider the diagram

B ——J

| =%

B—%X , .Y

H Y d'ml — |4

' ¢
B —> D D'
H Dis t2/
to

B——T,
where ( = 6oy + t17y - 91_1:52. To apply Equification we must first show tQ’Y'S = (s. Note
that the composite of the above squares with the map tg'y's is equal to E%O%OEI by the

18



assumption on ’y'. On the other hand, the composite of the squares with (s is

B ——=

| = I

B2y x == v

| =] 27 s

B—“sD =5 D'

: | =] A

k

YA

>~<

g
= )

A
Y
S
@Q..
A

]

a7

<
-
>
=
=

™)

M
&
&g

— T B——T
——J B ——J
5 | | =
—=Y B %Y

= Y, \d'y{ - H N \Ld’y
5D =25 p B—% D'
S
— T B ——T.

So the composites are the same, and since the 2-cells in the squares are invertible, we indeed
have tg’}/'S = (s. So by Equification, we obtain a map ¢: T — () and associated ¥-square that
allows us to pass to a common X-extension of the two 2-morphisms above, as required.

(2) We now show that vertical composition of 2-morphisms respects = — that is, if ay =~ oy
and E = E then E cay = E - ap. By transitivity and symmetry, we may assume as is a
S-extension of @ = @ and f is a S-extension of 8; = 3 without loss of generality. Moreover,
again by transitivity, we may assume « and § are replaced in turn. We will consider the case
«, but the case of § is entirely analogous.

Suppose a5 is given by the diagram

A > I £ z B
T T4 51

EeER

X 1 21 1 X ( 3 B

\, oy

wo X ! %23

w) {{ w ZX i

TN E

X == ne2= X2 B

N e

A RE: B

S

and suppose the composite § - @y is defined using the data d: X' D,d,:Y - D,u: B -

19



D, p,, 0, and 7. We then have

yielding the composite

A

A

h

We now observe that this is a X-extension (using d,6; and idg ,,) of the composite for

B-a given by the data dyw, dy, u, ¢, © x, @, and 7 - d,0, and hence the two composites are

equivalent.

Remark 3.7. Identity 2-cells. The identity 2-cell on the X-cospan ( f, I,)is [ids, 1,17, 7,1d,,1

id,].

It is represented by any 2-morphism of the form [idgs,d, d, u,d,d].

O

Proposition 3.8. The vertical composition between 2-cells is associative and the identity

2-cells act as identities.
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Proof. Consider the following triple composite.

ALy B
15 ]
X ¢— B
Al 2 |
A—)IQ(—B
o £ |

iE]

A—— K<4— B
U
/i

T |

AT>I4(TB

|

We must show that the two ways of forming this composite, (7 - B)-a@and7 - (
equivalent results. For the former of these we find 7 - g is given by

), give

A g S Iy 4—

P 3
y <2 B
A

Aty o P B

\\ u |
Z(—B

242 H
A 7 / I4 ST B,
and hence (7 - ) - @ is given by

A L <" B

Al v |

/ X+=-B

2 2 |

A2, Q+“— B

P

y1 a, 3%

% i s pet B (3.7)
o

A, 237

\%Z&B
A s
A . > Iy 4 B.

j N T

<




The data used for these compositions satisfy

B 5y I, ) B 3y I,
| = 1N | = |-
B-%yy=s7 = B-Z2y7 (3.8)
BN
B——>P B——P
and
B 251,
B 2% I - H D E7
| s X0 sy
B2y x=sp = H RS (3.9)
R =YY
B— Q" | =l
B—Q.

As for the other composite, we can form a composite of 3 - @ using the Y-squares %% and
2% from Equation (3.9) above.

A LN APRIE
-] = |

y X<+ B

27 ey |
A2, Q+“— B

" P+*— B

N\ |

Y <—B
w2 |
A 3 I; ¢ B
We then find 7 - (3 - @) using the data
B —> I B 5 I
Z1
By
| = | = )
B —e) E B —e> E
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(where x™) denotes 20OmOe) 6 he

<
<3

=

A

~
~

i
N

B
VA

s M

b
<

N

N
)
n

N
>
~
e
N
AN

\
. 8
— Q4
17

¥

n
w

3
[t

|

i

a
Y

N
-
~

N

B

o
N

~

)

AN
N
;

/
<.

N

N

(3.11)

We want to show that this is an equivalent 2-morphism to the composite (3.11) above. By

Rule 4’ of Proposition 2.8 applied to ¥"* and ¥ @0y on

Yypz
==

Using € and v to form a Y-extension of 7 - (B .
the relevant parts of the 2-morphism diagrams become:

== ==W

—>
—>
—>

Uj)(—ﬁﬁ(—N

* we obtain

Z3

B n
X"

B—)P
X"
B —5Q
2% g
B—)E
| 2 4
B—>E.

Z

@) and ee, to form an extension of (¥

8
0

A2, s X ¢ B
ol ] e
Y5> P—>Q+—B

e|
E<+“— B
B g
v2 & E<~ B
T |
A ée;%%E(e—B
A—— 1y ~ > Z <— B

23
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and
2

8
)

~
A

T

)
©

D) e O
09 |- 7

TQ

)

Y1 |eeyp

=

-1

<

2]

<

ls
S
\o}

A

Yoo
V)

S <4
3
=
sl
n
N

N
oy

>
™
[
N

w

Note that the X-squares on the right-hand side of each diagram agree by Equation (3.12).
For the remaining 2-cells, we have the composites vz h - Egoh . geyqypyﬂ . Eeﬂ;g and Eeyqywh .
eeyq,py B - €ey1pg. These will agree if vz, - ep = ee,q,w. Composing RAORy OOy OMy 0% with S
and vz; and using Equation (3.10) and Equation (3.12) obtain 3 AR08 0n:0C - Composing
the same Y-square with eeyqyw and using Equation (3.8) we obtam the same result Since
the 2-cells in the Y-squares are invertible, this implies vz 73 - eprs = eeyqywrg and hence we
can apply Equification to obtain an extension where the desired equality indeed holds. Thus,
we have proved associativity.

We now show that the identity 2-cells are indeed identities with respect to vertical

composition. To form the composite a o id(s 1, »,y We use the data

| = |

B3 =% X =

| s |- / | = u

B — X

B —/— I, B—>1
| =
B 2y

and easily compute the composite to be equal to @. The composite ﬁ( g.15,75) © @ can be shown
to also be equal to @ in a similar way. O

3.2 Y-schemes and () 2-cells

In order to define the horizontal composition and the associator, and prove the due properties
on it, we will make use of a special kind of 2-cells between Y-cospans that we present in this
subsection. Here we define Y-schemes, Y-paths and €2 2-cells, and state the properties which
will have a role in the following. Most of the proofs are provided in Appendix A.

1. The basic 2 2-cells. Departing from [ B3 J, with r € X, let us have two Y-squares
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x and Ea' as below, and apply Rule 4’ to obtain the equality

B—/—1 B—/—1

l 3 lg\ gl Z”' lgz

J—sn=-15 = J-"251, (3.13)
| = o2 | == |-

J——D J—— D

where 6 is invertible. This way we get a 2-morphism as follows:

J LNy VRS

L=

D <<d—J

2T 5* |
I —— Iy <— J.

It is easy to see that this 2-morphism is =-independent of the data used in the application of
Rule 4’. (Indeed given ey, €9, €, €1, €5 and ', instead of dy, do, d, 81, 62 and 6, in (3.13), apply

Lt

Rule 4 to H Eal l and H E—;ie This leads to a commom Y-extension of [0, d;,ds,d, 61, d5]
| = sz | =T

and [9'7 €1,€2,6,¢&1, 82]')
We say that this 2-morphism and the corresponding 2-cell of X[X,] are of basic 2 type.
We denote this 2-cell by

Qa,a': (glvrl) = (927T2)
or just by Q. If we have any f: A - I and s:C — J in X, we use also the notation

Qaari (91f,718) = (g2f,728)

for the 2-cell obtained composing with f and s on the left and on the right, respectively. This
2-cell is also said to be of basic 2 type.
We have the following:

B——1
Lemma 3.9. For Y-squares g| Y |g;,1=1,2,3,

J —— B,

. . . -1
(1) Qq, 0, 15 an invertible 2-cell between X-cospans and Qy o, = Loy 0,5
(2) Qag,a3 ° Qal,az =Q

Proof. (1) is clear.
(2) Successively, consider invertible 2-cells in X', §; and 65, such that

Qq,03°

B—"31
B——>1T , B——>1T lZ” lgz o B —
gl S lsh : gl l{h J —57 By gl N
J——B =B, = J——3B, and H Y e = J—
BN R RS Ay
J D J —

25
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We obtain the diagram

I £y B, ¢B g

Vertically, this diagram is the juxtaposition of two 2-morphisms which represent €2, .,
and Qg, o,. Clearly, (62« (e; 0 61), e1dy, e2) is a representative of the vertical composition
Qoy a5 * Qay 0y, and also a representative of Qg 4, O

2. Y-schemes and Y-paths. A Y-scheme is any diagram of the form

gnl
~
®

m
\
7> @

obtained by means of vertical and horizontal composition of Y-squares. For instance, the
following three diagrams

B—/—1 B —/—1 B—/—=1
gl E' q g g E' q
C—>J—"—e cC——=J 3 | C—5J—">e
h > \Lh' DI DI S \Lh"'
K Q’ ° K S" ° 'r‘" ° K ?” ° T’"' °
(1) (2) (3)

are Y-schemes. We say that (71, 91,72, 92, ...,7n, gn) is the left border of the Y-scheme and
(I,m) is the right border. A Y-scheme with left border (rq,...,g,) is said to be of level n.
A Y-scheme of level 1 is just a X-square.

Let S be a 3-scheme. Any >-square used in the formation of S is said to be a sub-3-square
of S. Between all sub-Y-squares of S, we are interested in those whose lower right vertex
coincides with the lower right vertex of S, let us call them replaceable Y-squares in S. For

instance, in (1) above, hl 3 lh. is replaceable; in (2) hngl ) lgn is replaceable. In the
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Y-scheme of level 3

_T)

A Bl
l " (3.14)

! E n' E "
SED N

ELEIN Ty
the Y-squares kvhl )y lh" and h'gl N lh"gv are replaceable.

n
T

_t)
Z]\
o7

T”S'
A Y-step from a ¥-scheme S; to a Y-scheme S, with the same left border is a transforma-
tion of S into S, which substitutes a replaceable Y-square of S7 by a X-square with the same

left border, obtaining S5. We are going to indicate a >-step from S; to Sy by a wavy arrow

Sl ~ SQ .
BLEIN sy
For instance, the X-step from (1) to (3) above which replaces h\L ) \Lh' by h\L |

takes a Y-scheme of the type

L
7/
il
into another one of the same type, by replacing the ¥-square corresponding to the shaded
area. Observe that, as required, the two X-squares involved, when seen as Y-schemes, have

the same left border, namely (r's, h).
Another example: Consider the Y-scheme of level 3

(3.15)

The 3-step from the Y-scheme (3.14) to the ¥-scheme (3.15) which replaces the X-square

s TSs
¥n| 3 lh" by kvhl 3 | kaho takes a Y-scheme of the form

TS

!
7/
N / l
Lz
into another one of the same type by replacing the X-square corresponding to the shaded

area.
A Y -path between YX-schemes with the same left border is a finite sequence of Y-steps.



Concerning ¥-paths between ¥-schemes of level 2, we use the notations d and u to indicate

the type of X-steps involved, where d (down) stands by the type flﬂl and u (upper)

Al

—
/
stands by the type *)lil . We may for instance consider the following Y-path from (1)

s

to (2):
(1) ~%s (3) % (2) . (3.16)

3. Q 2-cells. Associated to each 3-step from a Y-scheme S; with right border (I;,m;) to
another Y-scheme Sy with right border (ly,m5), we have a basic  2-cell from the cospan
(I1,m1) to the cospan (ly,my) as described next.

Assume that the Y-step replaces a X-square R; with right border (k;,n,) with a X-square
R, with right border (ks,n9) such that I; = k;l, and m; = n;mg, i = 1,2, as illustrated below.

#Lﬁo PR *ayto
Wl Hl Hi Hi

Consider the basic 2-cell from (kq,n,) to (kg,ns) determined by the passage from R, to R,.
Composing on the left and on the right with Iy and mg, respectively, we obtain a basic (2
2-cell from (ll,ml) to (12,m2).

For instance, consider the first X-step, of type d, in (3.16). First we take the basic Q 2-cell

m n ”)

Qu: (R, s) = (n",r"s

The part remaining unchanged in the right border of the ¥-scheme is just ¢'. Then we compose
with ¢, obtaining a (well-determined) basic € 2-cell

moromn
TS,

le(h'g'7s') =(h g,r s

Analogously, for the second X-step of (3.16), of type u, we consider the basic 2 2-cell

s —rs
determined by the passage from h"gl 3 lhmgv to h"gl 3 lg" , obtaining
QQ: (th"gl7 ’,"'") = (g"’ 7‘”) ;

then, composing with s", we have the resulting basic 2 2-cell
92: (hmgl’ 7"”3") = (g"’ 7‘”8") ]

A Q 2-cell is a finite vertical composition of basic 2 2-cells, determined by X-steps
between Y- schemes with the same left border. For instance, the vertical composition {25 - 24
of the two basic Q 2-cells above gives an Q 2-cell from (h'g',s') to (¢",7"s").

This way, to each X-path corresponds a 2 2-cell given by the vertical composition of the
basic €2 2-cells corresponding to the Y-steps of the Y-path.

We say that two X-paths are equivalent if they give rise to the same 2 2-cell.

4. Properties of Y-paths. The Y-schemes of level 3 will be of special interest in what
follows.

Observe that a Y-scheme of level 2 can be looked as a 3-scheme of level 3 by adding a
bottom row made of identities:

i
1.l
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Therefore, all that we are going to conclude on ¥-schemes of level 3 has obvious con-
sequences for Y-schemes of level 2.

— —
Remark 3.10. In what follows, we frequently write l 3 l instead of l N l omitting
— —

the name of the invertible 2-cell of the ¥-square. Sometimes we will also use just numbered
squares, as for instance in the proof of Lemma 3.12, to refer to X-squares.

Notation 3.11. Consider the following five types of X-schemes of level 3 with the same left
border, that we identify by the letters below, namely, d (down), u (upper), s (square), d;
and s;:

— —

=

| I
. - 7
! e

1 S1

l

A | -
*)‘L—k—> —
222
d

NN

I\

Between two Y-schemes of type d, which agree on the non-shaded part and on the left border
of the shaded part, we may perform a Y-step by replacing just the shaded part with its
left border. We then say that this X-step is also of type d. Analogously, we use the same
terminology for the remaining four cases.

Lemma 3.12. We have the following properties for ¥-paths between 3.-schemes of level 3:

(1) A X-path of two X-steps of the same type is equivalent to the X-path consisting of just a
Y-step of that type.

(2) A Y-path consisting of two X-steps, one of the form s, the other of the form sy, is
equivalent to a Y-step of the form s.

(8) A X-path consisting of two X-steps, one of the form d, the other of the form di, is
equivalent to a X-step of the form d.

(4) Every two possible X-steps between two given X-schemes are equivalent. The basic €
2-cell corresponding to a %-step of any type from a 3-scheme to itself is the identity
2-cell.

Proof. (1) is clear from Lemma 3.9.

Concerning (2), given a Y-path S; —~%3 S5 BN necessarily we have that S;
is of the form s, S5 is of the form s;, and S5 is of both forms; that is, the ¥-path is of the
following form, where we use numbers to indicate the various X-squares envolved:

N — —
s ISR .
l —W\/} ~+ —W\/} ~+
Il J - -
—r— 1ed 1ed
- I IR ,
But the application of Rule 4’ to the squares | J and | J, which leads to the basic §2
! !

2-cell corresponding to s;, may be obtained by applying Rule 4’ to the squares number 5 and
6 and then composing with square number 4. Consequently, under the present circumstances,
sy is equivalent to s, and the entire ¥-path is equivalent to the Y-step of type s.
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(3) Given a X-path of the form S; ~ Sy —«9\}\/-) Sy the Y-scheme S5 has to be
simultaneously of type d and d;. Thus, it has the form

N ) (3.17)

Arguing similarly to (2), we conclude that the second ¥-step is also of type d, thus the entire
Y-path is equivalent to just a X-step of type d.

Concerning (4), let, for instance, have two Y-steps between two X-schemes, one of type d,
the other one of type u. Then the two »-schemes must be simultaneously of type d and u,
say

.JW .Jfﬁ
o*f.L;f.LH. and .H\.L;'f.LH. .
S S boov bl

respectively. The Y-step of type d determines that 1 = 1' and 2 = 2'; the Y.-step of type u
determines that 1 =1' and 3 = 3'. Applying Rule 4’ to the 3-squares 4 and 4' and composing
with the right side of 2 and with the bottom side of 3, we obtain simultaneously the  2-cell
corresponding to d and also to u. For the remaining cases the argument is similar. O

As we have just seen, all X-paths of length 1 between two given YX-schemes are equivalent.

We show in Proposition 3.14 that this is also true for X-paths of length 2. That is, every

two X-paths of the form Sy ~Any Ss —'vz/»-) Sy, and S ~y Sy BUONY So, where
i,7,k,1 € {d,u,s,dy, s}, are equivalent. For X-paths of length greater than 2, see Remark
3.17 and Proposition 3.20.

Remark 3.13. Observe that, given a cycle of Y-steps,

Sy Ry Sy 2 S,

the corresponding Y-path from S; to S; is equivalent to the identity X-step if, and only if, for

some k with 1 < k < 7, the D-paths ) —~<p Sy oo Spoy &4y Sy and S; ~Ey S, o

are equivalent.

Proposition 3.14. Fvery two X-paths of length 2 between two given X-schemes of level 3
with the same left border are equivalent. Equivalently, any cycle as in Remark 3.13 of length
4 corresponds to an identity 2-cell in X[X4].

Proof. See Proposition A.3 and Corollary A.4 in Appendix A. O

Notation 3.15. For Y-steps between Y-schemes of level 2, apart from the letters d and u,
already mentioned, we use also the letter d; in the indication of the type of the ¥-step. To
summarize, we use the following types:

N Lz
L/{/i Lﬂ%gi 7
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where, in each case, the shaded rectangle is the ¥-square replaced in the corresponding 3-step.
Corollary 3.16. For X-schemes of level 2, S1, So, S3 and Sy, we have that for i,j,k,1 €
{d,u,d,}, any two S-paths of the form S; —~~y Sy —~A> Sy and S, s g, e s,

are equivalent.

Remark 3.17. We believe that the property stated in 3.14 is true for ¥-paths of any finite
length. Equivalently, any cycle as in Remark 3.13 of finite length corresponds to an identity
2-cell in X[X,]. Although we do not have a complete proof involving all possible X-paths, we
have a proof of the property for X-paths that we call of interest and that we are going to
define next. This is stated in Proposition 3.20. This result combined with Proposition 3.14
encompass all >-paths with a role along the paper.

Next we define Y-paths of interest. A ¥-scheme S in which a Y-step of type d may start
(or end) is necessarily of type d (see Notation 3.11), that is, of the form

iﬁl L

L |

Analogously for the types u, s, d; and s;. Of course the YX-schemes of one of these types
may have different configurations. In the next table we consider some special configurations
which are going to be of interest, each one with a name. For s and s; we consider just one
configuration of each one. Observe that the configuration of type s; given by

T

l

_—

U

1
N l
is also of type s, thus we do not consider it in the row of s;.
’ Type \ General \ Configurations of interest ‘
Hlﬁj ¢1 S0V T
l L1 d Lo - l T
Hq b L
w | J 1 J 1
! 1l NN
ol ol
s ) ol
(I I
L L
o | 1l
L L
I I
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Definition 3.18. A Y.-scheme of level 3 has a configuration of interest if it has one of the
seven configurations indicated in the right-side column of the above table. If a ¥-scheme has
a configuration of interest we say that it is a YX-scheme of interest. A Y-path of interest
is a X-path consisting only of ¥-schemes of interest.

Remark 3.19. Of course, in a Y-path of interest, every Y-step is incident to two >-schemes
with a same configuration which starts with the letter representing the type of the X-step.

Proposition 3.20. Every two Y-paths of interest starting and ending at the same Y -schemes
are equivalent.

Proof. See Appendix A. O

The following property has also a role in what follows and is proven in Appendix A.

Proposition 3.21. Let A LB5 CLDEE be Y-cospans, where f = (f,7), g = (g, 5),
h = (h,t) and k = (k,u).

(1) Let Q: (l1g,miu) = (lag, mou) be a basic Q 2-cell determined by a X-step of level 2
of the type d or u between two X-schemes of left border (s, h,t,k) and right border (I;,m;),
respectively. Then the 2-cell ) o 17 is an §2 2-cell corresponding to a X-path of interest of
Y-schemes of level 8 and left border (r,g,s,h,t, k).

(2) Let Q:(lyf,mqt) = (lof, maot) be a basic Q 2-cell determined by a X-step of level 2
of the type d or u between two X-schemes of left border (v, g, s, h) and right border (I;,m;),
respectively. Then the 2-cell 1 o Q is an Q 2-cell corresponding to a X-path of interest of
Y-schemes of level 8 and left border (r,g,s,h,t, k).

Proof. See Appendix A. O

3.3 The horizontal composition and the associator

In the composition of ¥-cospans we are going to use prefixed Y-squares, called canonical
Y-squares.

Definition 3.22. Canonical ¥-squares. Since ¥ admits a left calculus of lax fractions, by

Square, we know that for each span I EBL Jwithre Y., there is some Y-cospan forming
a Y-square with it. In order to define the composition, we assume a pregiven map which
assigns to each such a pair (r,g) a fixed 3-square

B—/—1
gl e lg'
J —— B
called a canonical X-square. For r: A —» B in ¥ and any f: A —» B, we assume that we have
A—"3B A—25 4
1a Eid llB and fl Eid lf
A—"3B B —3 B

as canonical Y-squares. Sometimes the canonical 3-squares will be indicated with just the

symbol X
The canonical Y-scheme of level 3 of a given left border, which sometimes we will
denote by Can, is given by

z,
and likewise for Y-schemes of level 2.



Definition 3.23. (Horizontal) composition between X-cospans. Given Y-cospans
(f,I,7):A > B and (g,J,s): B —» C, its composition is the Y-cospan (¢f, B,7s): A - C,
obtained by taking the canonical X-square of r and g:
A—Ls1 B
s'Jl »e lg
B4—J4—C

Definition 3.24. Horizontal composition of 2-cells. Given two horizontally composable
2-morphisms as in the diagram

f1 \ , T1 g1 \ / S1
Loz | b |
/ X ¢— B / vy <& ¢ (3.18)
To 262 H Y2 252 H
fa / 12 Ny g2 J2 NS

use Rule 6 to obtain the following equality of pasting diagrams:

B 23X B2y X

| AL

hoy wd) = =5 ¥ | (3.19)

yll v \\ lyz
Y s v TNy ey

In this way, we get the following 2-morphism:

A fl>I1 901>X yl}V(v Y(%
| o=
V )% ( C (3.20)

HE H

A— 1 > X — Y 4

ﬂ’

Consider the following ¥-path between Y-schemes of level 2, where d and u refer to the type
of the X-steps (see Notation 3.15):

oL os b AR o

C_)J —)B C—J —,>B iy Ty, - (3.21)
N
C’s—,i>JiT>B C— Y — C—3Y —=V

Let Q3 (gi,8:) © (fi,7:) = (§ifiiis)) = (yiwif;,vys) be the Q 2-cell determined by
that 3-path, and obtain three vertically composable 2-cells

-1

Q [Boa,1y,1v/] Q
(g1,51) © (fi, 1) == (121 f1,vy3) = (y222f2,vy3) == (ga,52) © (fo,72) .
The horizontal composition [8,41,%2] © [a, x1,x2] is given by the vertical composition

0 [8'oa,1y,1y]- Q.
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In Proposition 3.28 we show that the horizontal composition is well-defined — that is,
Definition 3.24 does not depend on the choice of the ¥-squares and ﬂ' in (3.19), and it respects
the =-relation.

Definition 3.25. Composition. For every triple of objects A, B and C' the map comp 4pc

assigns to two X- -cospans A — o) B RN C its composition (g,s) o (f,r), and to two

2-cells a: (f,r) = (f',7') and B:(g,s) = (¢',s') its composition 3 o a:(g,s) o (f,r) =
(g,s) e (f,r).

In Proposition 3.30 we will prove that comp 45 is indeed a functor.

Definition 3.26. Associator. Let us be given three composable Y-cospans:
VRN ENGENY)

with f = (f,1,r), g = (g9,J,s) and h = (h, K,t). We consider the X-schemes of level 2 as
below, where all ¥-squares are canonical and the middle ¥-scheme is the canonical one.

ol ow D>
e —> e —> o —_
(1) (2) (3)

« e .« e . e
kN s KR
e — > o v °« l o ——H e —— o

The right borders of the X-schemes (1) and (3), after performing the composition with
f on the left and with ¢ on the right, give the compositions ((h,t) o (g,s)) o (f,r) and

(h,t) o ((g,s) o (f,r)), respectively.
The associator, given componentwise by

Assocy gt ((h,t) o (g,5)) o (f,7) = (h,t) o ((g,5) o (f,7))

is the Q 2-cell corresponding to the Y-path (1) ~~> (2) ~4 (3) .
In Proposition 3.31 we will prove that the associator, as defined above, form indeed a
natural isomorphism from — o (—o =) to (—o =) o —.

Definition 3.27. Unitors. Taking into account Definition 3.23 and the Identity rule of
the calculus of lax fractions (see Definition 2.1), the identity 1-cells act indeed as identities
concerning the horizontal composition. Thus, we define the left unitor and the right unitor
to be given simply by identity 2-cells.

Proposition 3.28. The horizontal composition is well-defined.

Proof. (1) First we observe that, up to the =-relation, the horizontal composition does not
depend on the choice of the Y-squares and the 2-cell ,6" of (3.19). Indeed, let us have the
equality of pasting diagrams

B—— X B—— X
n| 7 27 e

Lo |ed)n = 0 =05 2 | (322)
| N

Y sV TNy ey
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leading to the 2-morphism (8 o a, 1y, 1¢): (121 f1, 0y3) = (Yoo fo, Vy3). Using Rule 4 of
Proposition 2.8, there are @ BN g - Q , Y-squares XX and E’z, and invertible 2-cells
0;, such that

oy

(3.23)

N

> o7 N NS <‘<?><

with 6, - (p o 6') . 91_1 is equal to its pasting with p o 3. Using Equification, we obtain a
Y-square

y 5T

| = ]

Y — @

such that g o (92 “(po B') . 91_1) = gopo /3. Consider the following diagram representing three
vertically composable 2-morphisms:

f1

Al X Dyl vy ¢

//qpl Ewox

@' Q—Y +—C

7

~
b
~
<
AN
S

X

v

fa

— V<
Y2 )

sz
q62 Q(TY(TC
e
X —— V4 Y4 C.

T2 Y2

A

~

I

v

f2

The top and the bottom 2-morphisms of this diagram are of type 2; more precisely,

Qi = [q0szifi, qp, ap): (Gizi fi, Vy3) —=> (y;xifivvy?a)
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corresponds to the Y-step

B — I, ~AAy B —— 1
gzl gi
C — Ji % |y, C s Jp E e
| = ) | = ) l
C— ¥ =2V C—? ¥ =2V

Adding this X-step to the X-path (3.21), and taking into account Lemma 3.12(1), we obtain

a Y-path of the form e Lo o ~ Lo which determines, for i = 1,2, the © 2-cells

Qi:(9i,8:) o (fi,ri) =—== (Gizi fi, Vy3)

required in Definition 3.24.
Then,

(goby0xafs)(qpopoa) (gobi' oafr),ap,qp]-
q o050 x5 fa,qp,qp] - [qpo B o a,qp,ap] - [((qo 67" o 21 f1), ap, qp] -
= le le : [ﬂ"aalelV] 'Ql ‘Ql

(B ea, 1y, 1y]-

0" [Boa,id,id]-Q =05 [
o

as desired.

(2) Secondly, we show that this composition respects the =-relation. That is, given (&, &1, 39) =

(aaxlaxQ):(flAarl) = (f27r2):A - B and (Baglag2) = (Baylva):(ghsl) = (92752):B -
C, it holds (8, 91,92) © (&, &1,%2) = (B,y1,¥2) © (o, x1,29). It is enough to consider the
following two special cases:

(23') (dﬂilwij) is a X-extension of (Oé,(L‘17$2) and (67y17y2) = (B7g1>g2);

(2b) (vath) is a Y-extension of (67y1a92) and (077551’552) = (04,3717$2)~

(2a) In the first case, let (&, 21, 22) be a X-extension of (a,x, ) by means of the following
equality:

11/ \901 261
AR T
X ——=i+—— X<+ B A~~~ [ &~ B

R

doa d}pw

==y =
N
\e)

d d ® / & 52
AR BNE SN
X=>=i<—= X<—B A —d I 44y~ B
sz\ ? /mzf o %
In order to get (3, y1,¥2) © (&, %1, 429), we apply Rule 6:
B —— D , B——D
gll / lQZ
g'l 118" n — ﬂ 5'2 "
Ji 0wy |y = JSi== J2 3* |4
yll \\ \L@lz
Y1
Yy -5y v y —— V.
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By considering
vi=yid, & =& 0p(i=1,2), and 8 = 8" od
we obtain the data to define [8,y1,y2] o [, x1, 22], see (3.19). Let
Qit (g4,85) o (fi, i) = (y%,zifiavyi%)v and
Qi: (gis80) © (fi,73) = (yi i fi,vy3),
be the €2 2-cells obtained as in Definition 3.24 to arrive at [8,y1,y2]0[A, &1, %2] and [ B, y1, Y2 ] o

[a, 1, 22 ], Tespectively; in particular, €; is the Q 2-cell corresponding to the ¥-path

T T T

_“;lLlW _‘(;lAlW _‘Zl S o (324)
I=0=0  Izdsl Izl

Observe that €; = [yl 00;0 f;,1,1] is a basic Q 2-cell produced by a X-step of type u. Hence,
using Lemma 3.12(1), we see that €; - €; = Q.
Consider the diagram

4 fi » I 91 » B < L& Ji % S1 ¢

b
m .

A f1 y Y1 N VAP RN v Vs o

S|

V v Y Y3 C,

| =

A— 1 SV YV ¢ C
k

A fa S 1, g2 y Bz ¢ T2 Jy 4 Sz C

We then obtain:

[(B.y1.42) © (61, 82)] = Q5" - [B" 0 d, 1y, 1] -
=0 8o (020 fo) - (doa)- (67" 0 /1)), 1y, 1v]) -
=0 -0y - [Bloa, 1y, 1] Q- O
=0 - [floa,ly,1y]-Q
= [(B,y1,92) o (@, 21, 72) ]
as desired.

(2b) For the second case, let (8, i1, 42) be a S-extension of (3,1,2) through the following
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equalities, where the 2-cells 6; are invertible:

C — J;

H 3w

C—> Y, > n C—= 1

| = L | = I

C s ¥ — By iB=(fhog) (doB) (67 ogq).  (3.25)
| = T | == T

CTYz o C——> )

H 37 v

C— J

Consider the S-squares £% of (3.19) of the definition of horizontal composition of
(o, x1,x9) with (8,31, 92), and use Square and the 2-cells 6; to get

B =23 X

o

LSy sy

Nzl

Y — Q

By Horizontal Repletion, we have the Y-square

B———2~H
95 9s 07t g \Ld .
i9i Z Yigi
Y _ Y

Put -1 ] I i ! f
vi=(0; 9)®(po&), y=dy,and 3’ =d o .

It is easy to see that

B 25X B 25X
I I
§191 65292 EW yg = o Zul y’1’ %yg .
By M ~
Y — Q Y — @

Therefore, we may take the Y-squares " and the 2-cell 8" to perform the conditions
corresponding to (3.19) in the process of obtaining the horizontal composition of («, z1, z5)
with (B, Z1,&9). In this way, we get the 2-morphism in the middle of diagram (3.27) below.
This diagram illustrates the desired =-equivalence. Indeed, as in Definition 3.24, consider

Qi:(gir8;) o (fi,7;) =—— (yiwifi,vys)

and

it (giy55) © (firrs) =—— (d'y;i fi,uijs)

corresponding to the compositions [8,y1, 2] © [a, 21, 22] and [ 3,91, 2] © [, x1, 22 ], respect-
ively. Moreover, let

Qi (y;xz’fmvi%) —_— (d,y;xifivu.@h)
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be the basic Q 2-cell corresponding to the following Y-step of type d; (see Notation 3.15):

T

O P

ylxl

HEL HEL
HELEl

Recall that €; is given by the ¥-step (3.21) as in Definition 3.24. Comparing Q; 0Q; and

Ql, which have the same domain and codomain, we see that, on one hand, Q00 corresponds

dy
to a X-path of the form e ool e , as in the top line of diagram (3.26) below,

ylzl

and, on the other hand, {); is obtained by a ¥-path of the form e b e~ Lo See

(3.24), as in the bottom of diagram (3.26), starting with the same Y-step e ~ZL> o asthe
one for ; o ;.

o _«A/\% o —r\/\u/\,} : —Wv}l L J (326)

By Lemma 3.12, we have the equivalence of Y-paths indicated in the diagram. Thus,
Qi o Ql = Q,L

A (g1,81)°(f1,71) ) C

H . |

A y’1x1f1 ) 1% ( v Y ( Y3 C

— v 4 v |
A dyie fi yQ¢—u— YV ¢—is— C

H sz ﬂ

(d’o,@)c’a Q < uys C (327)

| = H

A d'yazs fo > Q &—u Y s C

a5t = 4 N d N H
A ; >V — Y 4— C
R o

2
A s C

(g92,82)0(f2,72)

We obtain:
[(B,y1,y2) © (e, 21,20)] = Q25" - [B 0,1y, 1]+ Q, see Definition 3.24
=0 (05 [(d 0 f) 0 a,10,10] - 1) - ),
= (0 -0 - [(d' o) o a, lg,1g]- (Q - ), by the associativity of the vertical composition
QEA : [(d o) oa,lg, 1ol U,
= [(8,91,92) o (e, 1, 29)].

The following remark will be useful in the proof of the next proposition.
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Lemma 3.29. Assume we are given the data

hy
ﬂﬂ\
J 4 B—/—1
b
hs
with r € X. Then there are
B——1 I
hfl PN lh',; (i=1,2,3) and  hi <é>> Ris1 (i=1,2)
J——>V \%
such that
B—/—1 B—/—1
h%l” 3 l"'i“ = ) X hg Bist (i=1,2) (3:28)
J——>V J——>V
Proof. Rule 6 of Proposition 2.8 tells us that this is true for just one 2-cell ;. Thus, we have
equalities of the form
B——1 B —— B——1T B—— 1
! o ~ o1 h n P ® h
hl€$}$z2 by, = hy $>2andh2<lz3lh3—hz Z2l>3,
J — %1 J — J — Va J ——> Vs

Using Rule 4’, we obtain the equality

B — 7 B——>1T
L boN e b

IV ==V = J—V

| = A | = |-
J——V J——V
where p is invertible.
Pu't: _ \ ) ' R
h'1 = wihy; hy = U'12h2; hs = wahs;
11 = p - (Wid1); Y2 = was;
251 — Ewloﬂl, 252 — E(W1002)$P. 253 — Ew2®#3.

It is easy to see that this way we obtain the desired result. O

Proposition 3.30. comp,po: X[Z](A4, B) x X[Z,](B,C) —» X[Z,1(A,C) is a functor

Proof. The equality id, o id; = idg.y is clear: observe that in the application of (3.19), for
B =1idy, we may put B'7= id, using the canonical 3-square of r and g.
Now, given 1-cells f; = (fi,r;) and g; = (g;, s;), and 2-cells

/um\/%

f2—>B 92—)0

\J{_ly b
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we want to show that

(Ba-B1)o(ag-ay) =(Broas)(Broay). (3.29)
First we show that, for A i B g, C, we always have
(Goas)-(goam)=go(az-ay) and (Bao f)-(Briof)=(Ba-P1)of. (3.30)

After that, to obtain (3.29), it is enough to prove the whiskering law — that is, that, given

two 2-cells @ and 8 of the form

the equalities

hold.

(1) In order to show the first equality of (3.30), suppose we have fi = (fi, I,
i = ]- 2 3 Qy = [azaleaxﬂ,mz?n(szla(sﬁ] fz = fz+17 and g=

Consider the following existing data:

B3,

| 2 [

B—>X1=>X2 -

I bA

Boa=(groa) (Bofi) (3.31)

T’i):A nd B7
(9,7, 5).

B 231,

H ¥ om B— D

B 25 x, gl Y lg'. (3.32)

H N7 e J——>D

B—%sD

Then ay-ay = [(dyoas) (0o fo)-(dioay), dizi1, doas, d, 01 @d11, 020025], and go (ay-ay)

is represented by the diagram

a
(631
4 f2 ’ 12 :1:12> Xl dq \ -ﬁ E
0 ] d's
A / D D¢+—1% ¢
| | (3.33)
A fa )12 9021> X2 do s D Eid
I
A s —— Xy —23D— D' +— J—C
A
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where Q;:g o fi = (¢'dyz1,f;,d's) is the Q 2-cell corresponding just to the S-path

T
—S;\LTE) g " ;g;l%lg'dlxu

and, similarly, Q;: g o fis1 = (¢'doweifis1,d's) corresponds to

Ti+1 Ti+1
\L E gis1 o s gl Z \L‘I’fizmzi'
—=r—
""1+1 d

Using again (3.32), the horizontal compositions g o &; is represented by

A gof1

Q

A f1 )I :1:11\X1 )D )D'<d' J( s C
EAWAEN
A I v e
fa ’ 2 Q51 g'/ N d's ¢
A gefa > C

An analogous diagram represents the composition god,. Moreover the 2-cell [ g'oeo f2,1p,1p1]
is just the € 2-cell corresponding to the X-path

e

Then, by Lemma 3.12, [¢' 0 6 0 fo, 1p1,1p] 0 Qs = Q.
Thus, we have:

go(ay-a) =95 -[g o((daoasg) (00 fo) (dioar))lp.lp]
=" [g'dy o g, 1pi, 1]+ [g' 000 fo, 1pn 1] [g'dy 0 ay, 1p, 1] -y
=05 - [g'dy 0 ag, 1p, 1] ([g' 000 fo,lp,1p]- Q) - (951 [g'dy o a1, 1p, 1] - )
= (le [Q'dQ °ay, 1pr, 1D'] : Ql) . (951 : [9'd1 °oay,lp, 1D'] : Q1)
=(goaz)-(gom)

(2) In order to show the second equality of (3.30), let us have f = (f,I,r):A - B, g; =
(9isJirsi): B = C and f; = [Bi,Yi1, Yios Yiss €i1,€i2): §i = Gis1- Use Rule 47 to form the
equality

c 25, C—J,
H 2512 l?h\/ H 2521 Y21
cLsy =Ly, = 25y, -

=k
da
C —d) D C —d) D

We can use this data to obtain Y-extensions of (81,411, %12) and (B2, Y21, Y22); more precisely,
we have that

Bi =[(80g2)-(droB1), diy11, doyor, d, 61011, 02@e2;]  and B = [daofBa, doyor, dayao, d, 52021, 52Oc22] .
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We form f3; o f, for i = 1,2, using these last =-representatives. For that, apply the result of
Lemma 3.29, with 7, = (6 0 g3) « (dy © 81) and 5 = dy © 35,

B

y \j 93
92

Y Y
J1=1J2=2J3

day
dlyl\ j /d/fzyzz

D

to obtain a situation as in Equation (3.28), with hy = d1y1191, he = day2192 and hs = day2293,
Then, we may represent the 2-cells (8; o f) of X[X,] by the following diagram, where Q;
and €;,1 are the due 2-cells of type €2, according to Definition 3.24:

A g’bof >C
H e H
ALy Myy v ped ¢
I I
A > h,M) 1% <1v D<——C
H | H
A T s C

Observing that 35+ 51 = [V * Y1, d1%11, daya2 ], and that we have

—7")

B 1 ; I
61 v b= | = Cl®
D——YV D > Vv
we obtain:

(Brof)-(Brof) =(%" D20 fily,lv]- Q) (25" [ e filv, Iv]- )
=03 [ya0 fily, Iyl [V o fily, 1y]-
=Q§1'[(72 ‘n)e fily, 1yl
=(Ba-P1)o f.

l

(3) Concerning (3.31), let us consider two 2-cells @ = [a, 21, 25] and 3 = [, y1,y»] represented
in the following diagram:

A f1>Il<?”1 B 91>J1\51 C
SR A
/XTB/Y(—C (3.35)
Zo 52 €2
2 | 7 ] = H
A—= I 4 B —r o 4
‘We want to show that
(Bofo) - (grea)=pBeoa=(goa) (Bofr) (3.36)
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Consider the following data, used in the composition 3 o & (see (3.19)).

B—5 X , B—5 X
1
q o
ooy ) = - DS D 17 (3.37)

u N
Yy —/——V " y —/—V

We prove the first equality of (3.36). First observe that Bofy=0"[Boxafs,1,1]-Q,
where Q;:g; o f; = (yizif;,vys) and Q1 gy o fo = (y) 22 fa, vys) are the due 2-cells of type €,
see diagram (3.38) below.

A g1of2 > C
T |
A 2 N IZ 2 N X Y1 N Vv y v Y y Ys C
7171212 ]|=]| (838)
A=l = Vo — V4= ¥V 45— C
H [l |
A g2 f2 > C

Moreover, taking into account that (idg,,1;,,1,,,s1,id,id) = (idy,4,,¥1,¥1,¥3,€1,€1), the
composition g; o & may be represented by

A g1of1 > C

H |

A

X V<
| s 39
X %4

f2 ’ ! MK
H ﬁg’_l H

A giofa > C

Composing vertically (3.39) with (3.38), we immediately see that the resulting 2-morphism is
indeed a representative of the composition 8 o @, that is, (8o f5) - (g1 o @) = S o a.

The proof of the second equality of (3.36) is analogous. O
Proposition 3.31. The isomorphisms of Definition 3.26 indeed form a natural transformation

from —o(—o0=)to(—o0—)o—.

Proof. We want to show that, for 2-cells

Aﬂ*B BCH’D

T 3 Assocry g1,k

(hyogi)e fi hy o (g1 © f1)

(ﬁoﬂ?)oaﬂ _O(Bo&) (340)
— _ Assocy, g,k — _ _
(h20§2)0f2$>h20(920 2)



is commutative in X[2,](A4, D).
We are given

fl\ ,7"1 91\ /81 h1\K1\
s | b |
/ X ¢<— B / Yy <% ¢ / 7 4 D
5 H "y H - 5 H
f2 ‘[2\7‘2 g2 J2\52 hleQ\t
(a) Formation of 3 o a:
We apply Rule 6 to obtain
B 23 X B 24 X
91
Qll / \L!h
Aoy i) = =15 = |, (3.41)
Y1 y'2 Y2
! DN
Y — V Y —V
f1 Z1 y’l v 3
A > Iy > X >V < Y <
H =" H
and we get the following 2-morphism o A

fo To vh v Ny
Now, consider the »-path
B — 1 B — I, B~ I
l o s gzl 5 s li
d U . -
() o J BAEN B, —= ], — B, ~r oty Ji 5 e,
| = [ = | Hﬁlzl | = v
C’—)J—)B C——Y — C—r Y —>V

(3.42)
and let

. . I .
Qi (gifi,1i8i) = (yswi fi, vy3) (i=1,2)
be the corresponding Q 2-cell. Thus, according to Definition 3.24, 5 o & is given by
T Q [Bloa,ly,1v] @l L, _ =
giof1 = (g1f1,7151) = (y'1$1f1avy3) — (y'2372f2avy3) = (92fa,7282) = oo fo -
(b) Formation of 4 o (30 &) and (o 3) o &
First use Rule 6 to find

C—2L sy

Yz —>
z1hy <=’Y=>>z2 ZM \LZ'Q — 21 E“l 21 =’y'=>>z'2 (343)
e —

1

and, subsequently, also

Yy —————V y —*
Vi———">W Vi
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These data will be used in both compositions.

(b1) Observe that, using the interchange law, already proven to be valid, we have that

o(Boa)=(idp, 02" )-(7o[f oa,l,

1]) - (idg, © ).

Concerning 7 o [ o a,1,1], from (3.43) and (3.44), we have that

o[f'oa,1,1] =

where

Qy;: Ei o (y;%‘fiavys) =

-1
O [y 0B 0q, Ly, Ly, 1+ Q44

; I . mi
(h1iyixi fi, 0t1) = (29121 f1, V201 23)

are the obvious 2 2-cells, in accordance with Definition 3.24. Hence,

o(foa)=(ids, 0 Q') Q- [v" 08 0a, 1y, 1y,]- Quy - (ids, 0 Q).

(3.45)

(3.46)

Note that, combining the formation of (y;x“ vy3) with the definition of composition of
Y-cospans, we see that the 2-cell ©y; is determined by the following -path between Y-schemes
of level 3, where ¥ indicates a canonical ¥-square, and Equation (3.43) and Equation (3.44)

are used:
B, 1,
”i l
C—5J Y |
H DI d
(Q4;) Clyy _ryy M
SRS >
Dty g —— D
=1 > |
D V4 D
(b2) Concerning 7 o 3, let
Qi hiog; =

J

f

fo |
M <

=
—F¢—a=0q

N
™

| ok

higi, $iti)

T
= (2;i9i,v123)

be the 2-cell of ) type obtained via the following Y-path between Y-schemes of level 2:

c —s

,l 5

(Q2;) D—)K BLIENYG)

D—)K —)C’

Then 70 8 = Qg + [v 0 B, 1v,, 1y, ] - Qo1 where [

cC —J

D——72—F>W

B 91>J1 y1>Y 31>V1\ Z/ZB D
- HMZHEH
B 92>J2 y2>Y Z\s

Using again the interchange law, we have that

(FoB)oda= (2 oids,) - ([y
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7o B, 1y, , 1y, ] is represented by

"o, Ly, 1yl o @) - (91 0idy, ).

(3.48)

(3.49)



In order to obtain [0 3, ly,, 1y, Jo @, we are going to use Equation (3.41) and Equation (3.43),
more precisely, the fact that we have:

B 3 X B 5 X
QI\L ' / \LgQ

Jo3e W) = £ Jr 2 |
yll v \\ \Lyz

Yy v " Y v
Z'll s lll_) ] Z;% 4y lz
Vi =5 1 i —V;

Indeed, we obtain again the 2-morphism (’y" of'oa, ly,,1y,), already appearing in Equa-
tion (3.46), more precisely, we have that
_ -1 i J
[v'e 8.1y Iy, Jea = Q5 - [7" 0 B o, 1y, 13,1 Qi
where .
I ra . .
Qa3it (239396, v123) © fi = (Zifis P3iv123) = (23y52i fi, v20123)
is the basic £ 2-cell determined by the 3-step below:

B——>1 B— 1
‘L\L 9i
c 5 C—>J ¥ |4
L Er
(£23:) c Ly R ~Any C-Byy _ v sy (3.50)
hil hs
Dty z Y |u D-Ltsz Y Lbw o |
| = - | =+
D 23 N v1 . T'3i> B, D 23 y 7 vy sV V2 N BBZ
Thus, using (3.49),
(FoB)oda= (0 oids) Q[ 0 B oa, 1y, 1] Qa1 - (i oidy). (351
Put
Q= Qg; - (Qg 0 idy )
and

Qi Dy - (ldh 0 ().

Thus, using Equation (3.46) and Equation (3 1), we see that, in order to prove (3.40), we
just need to show that Assocy, 5, 7, Q;l =0y
to prove that

! and Ql =Q,- Assocy, 5, ,k,- That is, we need

B - _ N1
ASSOCfugmhi - Ql

S (i=1,2). (3.52)
We know that the first member of this equality is an Q 2-cell. The 2-cells Q; and Q3;
correspond to X-paths of interest, namely (3.47) and (3.50). Indeed the first one have a
>-step of type d between X-schemes of configuration dc and a Y-step of type s; between
Y-schemes of configuration sq; the second one is just a X-step of type u between ¥-schemes
of configuration ua. The 2-cells €2; and €25; correspond to Y-steps between Y-schemes of level
2, each one made of E-steps of type d and u, see ((3.42)) and ((3.48)); then, by Proposition
A.5 (see also Corollary A.6), Qy; oidf and idj o €; are § 2-cells corresponding to X-paths of
interest. Since both members of (3.52) correspond to X-paths of interest between Y-schemes
of left border (r;, g;, i, hi, t;, 1), they coincide. O
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Proposition 3.32. The isomorphisms of Definition 3.26 fulfil the Pentagon Aziom.

Proof. Let A l.p2oc D" F be composable 1-cells in X[X,], where

f=(fr),g="(g,8), h=(h,t) and k = (k,u). We want to prove the commutativity of the
diagram

(kh)(gf)
Assocg,ﬁ,gﬂf\ lkOAssocf

(k(hg))f —— s E((ﬁg)f)

:‘\
Q\
\\

T
>
Qi

k

in X[3,](A4, F).

Concerning the top of the pentagon diagram, using the definitions of composition of
Y-cospans and of associator, we see that Assocy 77 is an € 2-cell corresponding to a X-path
of interest of the form

Ty Ty
4 N deld

and Assocgf ;5 is an {2 2-cell corresponding to a 3-path of interest of the form

A 44 LA
o Lwﬁi [~
gl ol L

The middle map in the bottom line of the pentagon, Assocy 55, is the €2 2-cell obtained via
the X-path of interest

l—> Hlﬂ{ Hlﬂ{
L - . %’iﬂlﬂ ~d AllHlH (3.53)
f I 3 N |

The 2-cells Assoc; j, r and Assocy ;5 correspond, respectively, to the X-paths of level 2

s

—

i L e ] !
N R N

and

L | = Ll e e
SRR f oLl J

Hence, by Proposition A.5, Assocg 7 % © 17 and 15 o Assocy 5 7 are € 2-cells corresponding to
Y-paths of interest between X-schemes of left border (r, g, s, t, k).

 —
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Since the top and the bottom of the pentagon correspond to two X-paths of interest
with the same starting and ending, those Y-paths are equivalent — that is, the pentagon is
commutative in the category X[X,](A4, E). O

Since the unitors are just identities, this finishes the proof of the main result, which was
proved in the present section.

Theorem 3.33. X[X,] is a bicategory.

4 The universal property

We want to show that X[X,] is the universal bicategory which turns Y-morphisms into laris
and Y-squares to Beck—Chevalley squares. Let us start by showing that X[X,] at least does
do this.

Definition 4.1. We define a pseudofunctor Ps;: X —» X[X,] such that:
e on objects, Ps(X) = X,
e on morphisms, Px(f) = (f,1),
e on 2-morphisms, Ps(a) = [o,1,1,1,id,id],

the unitors ¢ 1py(x) = Ps(1x) are identities,

the compositors 'ygf: Ps(g) o Ps(f) = Ps(gf) are also identities.
Lemma 4.2. Ps; as defined above is indeed a pseudofunctor.

Proof. Tt is clear that Ps preserves identity 2-cells. For vertical composition of 2-cells, note
that to compute the composite Ps;(3) - Ps;(a) as in Definition 3.5 we may take the X-squares
Vg, Py to be vertical identity squares and the isomorphism v to be an identity 2-cell. Then it
is easy to see that Py(8) + Ps(a) = Ps(8+«) and so Ps; preserves vertical composition.

It is also clear that Ps, preserves identity 1-cells and so the unitors are well-defined. For
morphisms g: A » B and f: B —» C in X, the composite Ps(f) o Px(g) is found using the
canonical -square

A—Llype

o o s

Ci—C<— 6,

and so give Px(gf) ensuring the compositors are well-defined.

The naturality condition for the compositors requires that Ps(8) o Px(a) = Px(8 o «).
Computing the left-hand side as in Definition 3.24 we may take the necessary Y-squares in
Equation (3.19) to be 2 and ﬁ' = 3. The desired equality follows.

Finally, we must show the coherence conditions. Coherence for the compositor (the
‘associativity’ condition) reduces to requiring that the £ 2-cell

assOCpy(f), Px(g),Ps(h)* (Ps(h) o Ps(g)) o Pe(f) = Ps(h) o (Ps(g) o Ps(f))

is the identity. This is immediate, since, by replacing the morphisms r and s with identities
in the diagrams (1), (2) and (3) of Definition 3.26, the 2 2-cell which corresponds to the

Y-path (1) ~>~(2) ~L (3) have coincident domain and codomain and is clearly the

identity. The left and right unit conditions are automatic since all the maps in the diagram
are identities. O

Proposition 4.3. The pseudofunctor Ps, sends 1-cells in ¥ to laris and Y-squares to Beck—
Chevalley squares.
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Proof. Consider s: A —» B in 3. We first show Px(s) = (s,1p) is a lari. We claim its right
adjoint is (1p,s). Note that (1p,s) o (s,15) = (s,s). Put
7 = [ids, s, 1, s,id,id].

—
This is indeed the basic 2 2-cell given by the ¥-path li N ll ~ li hM l In particular,
— —

note that 7 is invertible.
On the other hand, we find (s,1p) o (15, s) using

to give (41, $2). Applying Equi-insertion to the above X-square and the 2-cell ot 518 = 598
we obtain a morphism ¢: A - @ and a 2-cell €:¢$; — ¢$, such that qo'z_1 = e¢s and the
following is a Y-square.

B—3 A
| = |
B e

We can now form a 2-morphism z: (51, $3) — (idp,idp) (using Identity for the lower X-square).

B-y i¢2 B

| 5|

/ Q 52 B (4.1)
|
BB, B

Using the notations 5 = (s,1) and s, = (1,5s), we now want to show the triangle identites:
ids, = (s« ©&) - (fos«) and idg = (£035) - (5017). Since 77 is an Q 2-cell and using the
coherence theorems for € 2-cells, it suffices to show that s, o & and & o s are (equivalent to)
2-cells. Moreover, we can ignore the Q 2-cells in the definition of horizontal composition and
just consider the central 2-cell in Definition 3.24.

For (1,s) o £ we arrive at the 2-cell

S1

1
;
-
.

B

from the equality

B Zid _1_<:i> idp = idp (2 B Eid

H |
—
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For £ o (s,1) we have the 2-cell

S2

A— BT A< A
H D
id e Q 452 A
| = |
A—>B—> Q< A+— A
Q82 q So
from the equality
|
qs1 _
A Z]d == qss = A =>E B Z‘d qsz
Q _ Q Q _ Q.
Now consider the ¥-squares
A—> B
s
B3 A
H Eld p
B— Q
qs2

(4.3)

(4.4)

and apply both parts of rule 3 from Proposition 2.8 to obtain the Y-squares

A —S) B A —S) B
B
9828 Q E} Q.

To obtain an 2 2-cell from these squares we use the equality

A—3 B A—>B
u SN [
— Q = |qs, = A q9—29> Q
1d 1d
H H
T s @

The Q 2-cell so obtained is then precisely 2-cell (4.2) above for (1,s) o &
For €0 (s, 1), a similar approach works. We first compose X-square (4.
from the Identity axiom, giving

A A
H Eid s
A—3 B
S B¢ .
B 2% 4
H Zid q
B

ot
=

) with the Y-square



We also compose Y-squares from the Identity and Horizontal Repletion axioms to give

Using the equality

A A A A
S\L Eqa \Lq51 s Eld qs2s
B q—Sz> Q = 4523 B q32 Q
| = | =
B — Q B Q

we find an Q 2-cell that coincides with 2-cell (4.3). Thus, the triangle identities hold and Pk,
indeed sends 1-cells in X to laris.
We now show Ps; sends 3-squares to Beck—Chevalley squares. Suppose we have a Y-square

A—3B

fl )3 lg

¢ ——D.

Then applying Ps. we have Ps(6):(¢,1) o (f,1) = (g,1) o (s,1). The mate of this is a
morphism (f,1) o (1,s) = (1,¢) o (1,g) given by the composite:

((g,t) 0 ") - Assoc(g,t),(s,1),(1,5) * (ASSOC(_ll,t),(g,l),(l,s) o (1,s))
S(((1,8) © Pg(8)) 0 (1,5)) - (Assocqsy 1).(ra) © (1,8)) - (0" o f) o (1,5)).

The Beck—Chevalley condition says that this composite is an isomorphism. All of the factors
except (g,t) oe” are always isomorphisms. We now show that (g,t) o is also an isomorphism.
From ¥° and the canonical Y-square

A—> B
fl v lf'

B— A

we have an Q 2-cell between (g,t) and (f,$). Note that (f,$) is the composite (f,1) o (1,s).
Hence (g,t) = (f,1) o (1, s) and it suffices to show (f,1) o ((1,5s) o Z) is an isomorphism. But
(1,s) o is an isomorphism by one of the triangle identities and so we are done. O

Theorem 4.4. Let X be a 2-category admitting a left calculus of lax fractions for . The
pseudofunctor Ps: X — X[X,] is the universal (strictly unital) pseudofunctor that satisfies
the conditions of Proposition 4.3. More precisely, we have

a) If F: X — C is a pseudofunctor sending Y-morphisms to laris and X-squares to BC
squares, then there is a pseudofunctor H: X[X,] = C such that F' =~ H o Px,.

b) If H, H": X[24] = C are pseudofunctors and £: H o Py, — H'o Py is a pseudonatural
transformation for which the pseudo-naturality squares for r: B = I in X are BC squares

whenever r € X, then there is a pseudonatural transformation vi H — H' such that
f =vo Pz.
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c) If H, H'": X[24] = C are pseudofunctors, ’U7U'Z H - H' are pseudonatural transforma-
tions, and N:v o Py —» v' o Py is a modification, then there is a unique modification
Q:v > ' such that N =21o Ps.

Remark 4.5. We also remark that if H: X[X,] — C is a pseudofunctor, then H o Py is a
pseudofunctor which sends ¥-morphisms to laris and Y-squares to BC squares (since being
a lari or a BC square is preserved by pseudofunctors). Moroever, if H, H': X[2,] - C are
pseudofunctors and v: H - H "isa pseudonatural transformation, then the pseudonaturality
squares for r € ¥ in v o Ps; are BC squares (since for any pseudonatural transformation v,
the component at the adjoint of a 1-morphism is the inverse of the mate of the component at
the 1-morphism itself).

Proof of Theorem 4.4. Let C be a bicategory and let F': X — C be a pseudofunctor that sends
1-cells in X to laris in C and X-squares to BC squares. We may assume the unitors of C are
identities and that F' is strictly unitary. For each lari f of C we choose a right adjoint f, such
that (1x )« = 1x for every identity 1-cell. There is a pseudofunctor H: X[%,] — C defined as
follows.

e On objects, H(X) = F(X),
e On morphisms, H((f,r)) = (Fr)«(Ff),

ALy B Iy pr Y pp
) T
wllﬁl H FNfl/&
e On 2-morphisms, H % X2 _p|= F(a)ﬂ FX —) FB J
P
A——J<—B “"”\FJ T2 F'B

where F(d;)s and F(d2)4 denote the mate of F(51) and F(6,), respectively.

e The unitors ng La(x) = H(1x) are identites,

The compositors 7{;8)“,?): H((g,s)) o H((f,7)) = H((g,s) o (f,r)) are given by the
composite

o N oS . o F ()
R s G W L L SRS s CNEL AL

RS B RO )
(F()s o (F(g) F(r)a)) o () LI F BTN oy iy r(gn)) o 1o ) izl 200 FLS)
of e (Fa)e F(#)a)ovf
(F()x () o F(3) o () 2 EOLFO U o) o)) 0 (o) ) 9.f
oF(31) (E Do F(a6)

(F(s)x F(#)s) 0 F(g ) = F (F(P)F(8))x o F(§f) —————————— F(#s)x F(gf)

where ¢, 7 and 3 are given by the composite (g,s) o (f,7) = (¢f,7s) from

and where a(.j’.’. denotes the associator for C, 75 . denotes the compositor for F,
0 F(5)F(1)y = (F(7)F(s))y is the canonical isomorphism given by composition
of adjoints and (758_1)*: (F(7)F(s))s — F(rs)4 is the mate of the inverse of the
compositor.

We show this indeed is a pseudofunctor. Here it will be useful to make use of string
diagrams.
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First we must show that H is well-defined on 2-morphisms. Let us consider a -extension

of the 2-morphism («, x1, z2, T3, 01, 02):

A /‘I’\ B

d ~

A Iy B.

Applying H to (a, 1,79, 73,01,02) gives

A2y pr U0y pp

Tz, f
Flenn) /fﬁ/él)*

Fla) FX—)FB

NGAR

F(z2g)

T

FA " FJ > I'B,
Fg (Fs).”

while applying H to the above Y-extension gives

i (Fr) y pp

~f ngff; Fz,
> F(Glrdél

FX—)FB

F(z3)s

FA

027 d52

FA Ta > F'J T > F'B.

To show these are equal we express both in terms of string diagrams. The former gives

F(x3)x
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where the blue box depicts the inverse of the 2-morphism represented the following diagram.

F(z2) F(x3)x

F(52)

The latter gives

F(g) F(s)x

F(23)x (4‘7)

(Here the three boxes represent the three rectangles in the diagram for H applied to the
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Y-extension.) Also, F(6yr - ddy - 1)), is represented by

F(z2) F(z3)x

(4.8)

In the string diagram 4.7, F(6;) cancels with F(6;"), and F(65) (together with its nearby
compositor) cancels with the F(6,)™" (and its compositor) from the inverse of F(far - ds-1))s.
Now we compose Equation (4.7) and Equation (4.5) on the top with

F(g) F(z2) F(x3)s F(x3) F(d) F(z23)x

(which is an isomorphism since nF(Z3) is and F(d3) forms a BC square). Part of this cancels
with the blue box in Equation (4.5) and another part partially cancels with the blue box in
Equation (4.7). So what was Equation (4.5) becomes

F(g) F(z2) F(z3)x F(23) F(d) F(23)x

-1
~

F(y)

and what was Equation (4.7) yields
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F(g) F(x2) F(z3)x F(z3) F(d)F(23)x

F(s)x

F(23)x

where 6 denotes the inverse of

F(z2)
1
7(52)
Fls)e  F(x3)
Observe that if we compose both of these with ghias) (whiskered with the appropriate

morphisms) on the top and apply one of the triangle identities we arrive at the same result in
each case. While e"**) is not an isomorphism, its resuling composition with Equation (4.9)
is one by the BC condition for F(d,) and the form of the resulting inverse of its mate. So we
have proved the equality of the two original 2-cells, and hence H is well-defined on 2-cells.

One can then show that H preserves vertical composition of 2-cells and that the coherence
conditions hold. It is then easy to see that F' = H o Ps;. We omit these proofs from the
current version of this document.

Now we show the ‘2-dimensional’ universality condition (b). Assume H, H': X[2,] - C
and that £&: H o Py » H "o Py is a pseudonatural transformation. We define v: H - H ' by

e vy =&y for objects X € X,
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o vy for (f,r) € X[X,] is given by the composite

H(A) 29 gy 20 gBy
] 2 o A0 e
H'(4) —— (1) —— H'(B)

where we write H(f) for H((f,id)) = H(Px(f)) and where (£,.);' denotes the inverse
of the mate of &,.

As before we omit from the current version the proofs that this is indeed a pseudonatural
transformation and that £ = v o Py,

Finally, for the ‘3-dimensional’ universality condition (c). For data as in the statement of
the theorem we simply set 1y = Nx. Yet again, we omit from this version the (easy) proof
that this is a modifcation. It is also clearly the only modifcation 1 such that N = 1 o Px,.

O

A On X-paths and () 2-cells

This appendix completes Section 3.2 by presenting the proofs of Proposition 3.14 (here
Corollary A.4), Proposition 3.21 (here included in Proposition A.5), and Proposition 3.20
(here Proposition A.T7).

Lemma A.1 and Remark A.2 are going to have a role in the proof of Proposition A.3,
which states a fundamental property needed for the rest of this section.

L) _”)
Lemma A.1. Given fl 3 lfi ) lf; , 1 =1,2, there are X-squares and invertible 2-cells
0 and 8' such that

wzf\,wzu AN Ll

=0= :
2 icg/ | =, RN N S

and, consequently, also

f —> —
IS

=9 —_
| = ldlz DRI IRIN

Proof. (1) It is just Rule 4’ of Proposition 2.8.
(2) By Rule 6 of the same proposition, we obtain

¥

and q1 q2

a > (i=12)

qi

dl_)

q

o8



such that

v i .
g % _ f:ﬂ;l

o] - \\fl
D—=Q "D —>Q

—
le DI
o 7
d,il hY ld
w7 Di
| = ]/
D —— R, D —— R;

Using again Rule 4’, we obtain

D—5Q D—25Q
| = X ] = ls
DT—1>R1=p>R2 = DT—2>R2

BN
D——F D——E

Put e; = s;r;1d; and 6' = (530 05" ) - (poth) - (510 ¢y ). It is easy to see that in this way we
obtain the desired situation (2). O

Remark A.2. Given two 2-morphisms
e L
Ve T A )
=1 2 | Tz
g s
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apply Rule 4 to obtain p; and ps invertible such that

4 yi _7’)
| =l | = =
z3 Y3
| =1y DN
S
| = T IRE
z3 Y3
B B
SN
Assume that there is a Y-square hl N ltwl s such that
T
u g9 u

fl\a%

Y2
T
Rl Ywn 2 \ = RlYS |9
M1 H2
t/ i
1

SN - _t>lt2

Then the 2-morphisms of (A.1) are =-equivalent.
SN
Indeed, applying Equification to the ¥-square hl 3 \L together with the 2-cells (pq ©
—

7
g)-(tyoa)-(ur' o f) and ty o B, we obtain a 2-morphism which is a S-extension of both the

two 2-morphisms of (A.1).

Proposition A.3. For X-schemes Sq, Sy, S3 and Sy of level 8 with common left border,
every two X-paths of the form Sq —~y S3 —'vg/»-) Sy and Sy —'vg/v-) Sy ~ Sa,
where i,j € {d,u,s,d;,s1}, are equivalent.

Proof. The cases i = j, {i,j} = {d,d;} and {i, 5} = {s,s;} follow from Lemma 3.12.

Case i =d and j = u. We have 5 —«/51/»-)53—«/1\‘/\/-)54 and Sy —'\/'\J/v-)S4—~/g-)Sg . The
combination of the ¥-steps of type d with the ones of type u oblige the four ¥-schemes to
have the configuration

— —
;\‘;l 3 e d ;;]l 0 |he u 45;]l 0 ks

(Pl) . hi Z lh]’“l ; hi E lh]h : h E l’hﬁ
L2 szl W2 olmle B yms
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*g;l E ha u ;fl E hs d ;fl E hs
(P2) . ; E lh']m A t hl’ Z l«hl T3 = t n Z l«hlra
kl#;l%l’” kl#;l%ih kl#}"l A l]‘!’

We want to show that they give rise to the same Q2 2-cell.

A. We describe a 2-morphism representing the € 2-cell corresponding to (P1).
Observe that, using Lemma A.1, we obtain Y-squares and invertible 2-cells # and 6' such
that

n — k! ks —
L > w\ { ;J I Vv T N
B s e A E RN )
A—— B A== 5B
(A.2)
Thus, as in Lemma A.1, we have
t S1 \ Sty LEEEN
s ool s il
RPN Ny
Moreover, by Rule 4’, we have X-squares and ¢ invertible such that
hs
gl >, hz\K gl i ks
ul n) |
— Sl = — (A.4)
Bl e k’ll by lkg
_TI2+ T3
EIZ Y
— C — C

Hence, (A.3) and (A.4) give rise to the following vertical juxtaposition of the two basic Q
2-morphisms corresponding to (P1):

(A.5)

ha ko \L s
C1
AR Tl R
C——
w2
\ \ yi yi
h3 ! k. oo 7‘!3, A sh



In order to obtain the vertical composition of these two 2-morphisms, first observe that with
the help of Rule 4’, we have ¥-squares and an invertible 2-cell ¢ such that

ECNSEY

. (A.6)
BYAREL
A — c A — C
By composing both members on the left with H ¥ |ax, wesee that then the vertical
ﬁ
composition of the 2-morphisms of (A.7) is given by the 2-morphism
ho N ko N , 52

b 1T by
o B4— A4

|| K / H { (A7)

2T DREPES

P C c ( 1
J2 12
? > < <
hs K 3 52

B. In order to form the vertical composition corresponding to (P2), observe that, for the first
3-step, we have a basic 2 2-cell determined by the following data:

.y r
gl Yoo \® gl Y |k
Wl oy
k1l7—22>lk2 lks kllr—{]) ks
| = bt |3k
— D — D

For the second X-step, use Lemma A.1 to first obtain, 6 exactly as the first equality in (A.2),
then the equality

e
N % o all DN /
AS——F—B A B ‘

Observe that, without loss of generahty, we may indeed use the same morphism A A B in

(A4) and (A.8): if in (A.8) we have A % B', instead of A 5 B, just take Square of b along
b', and then apply Rule 3 of Proposition 2.8.

“F
mﬁ
| l:
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Thus, as described in Lemma A.1, we have that

t 51 T2 t 51 T2

7 7 7 Ky 7 7 >
kl 3 kll o ks kl DY D DI
S2 > T4 ) = = ! _7{3_> .
IR TN A IR TN
b
— A — ) —— A——B
Combining the two X-steps of (P2), we obtain:
ho N ko L) , S2
7 7 N N
DN >
/ D= =
od.= [ =]
h: k:
e (A.9)
n 2 E alz
= o B¢A<T
T3 T2 |
> > < <
hs kg rg sg

Now, in order to obtain the vertical composition of the two 2-morphisms of (A.9), we need
T482 T482
to apply Rule 4’ to H Y |ds and H )y lbs . For that, use Square applied to d and a;,
d b
So a
followed by Rule 4’, to obtain the equality of the part drawn in solid lines in diagram (A.10)
below.

“4..4.5.?.4) LN by
: Lz Ty
IR
= ::”'“a”'} — (A.10)
a> T B
2
Then compose both members on the left of the solid-line part of the diagram with H D lal .
— A
The resulting equality leads to the vertical composition of the two 2-morphisms of (A.9):
ha N k2o oy T2 y 52
7 7 N N
L]
y o D= =
dz ~1\L 2 ay Z
ha VAR (A.11)
—_— — B <%_ A
\ -
b 2| 2 H b
= PB4 A
9" b w
\ \4 Vi Z T/2 Z H
hs ’ k'3 ’ fr"3 A 3'2
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C. Now, in order to compare the 2-morphism (A.7) with the 2-morphism (A.11), observe first
that the column of Y-squares on the right-side is equal in both of them. Thus, in the following
we ignore that column and take care only of the remaining part of the two 2-morphisms.
For concluding the =-equivalence between them we use the property stated in Remark A.2.
Accordingly, apply Rule 4 to obtain

<
N

s-lm@l M»i m~£ Mri M&l 4 l

fn

S
=
H
=l
=
k=il
=
&
o

Q<
/.
s}
@ W

N<<
11

~+
M)

b

.Mm{ o] 1] ©

~
N

]

S
§)

=
Ny

With respect to the left-side part of (A.7) and (A.11), put

Ay = (ag 0 @) - (o kyhy) + (a1 060" 0 hy)iarbikohg = Gscokihs;
Ag = (by 00" 0 hg)- (30 kshs) - (by o a):bidikyhy = bybskshs.

Using the previous equalities, we easily obtain the equalities

S

I

Ao

f
Lo v odu] w |

=
¥

l

A

w

e
&

r oz
S
|
D
Pini
[o

T2 l
B! BVECEREY
d D e B A::”é by b D D
all Z 131:1 aj 42 H Z bo all l&
4 ~ b
— C —— B B :
| > v | = =)
t T n t2 t T r

Consequently, by Remark A.2, the 2-morphisms represented in (A.7) and (A.11) are
~-equivalent.
Case i =d and j =s; (or j =s). We consider j = sy, for j = s the procedure is the same.

We have two X-paths of the form S ~ S3 BUSNN Sy and S; BTN Sy DY NN Sy .
The X-steps Sy BN S3 and Sy BN Sy determine that the four 3-schemes are of the
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—
Hl s
form ! . The combination of this with the existence of the Y-steps S3 —~~~% S
—_—
l l

and S, Xy S, implies that all X-schemes are of the form

Observe that along the two X-paths, —fi Jd remains unchanged. Thus, to obtain the basic

.
Q 2-cells, and the subsequent two £ 2-cells corresponding to the two X-paths, we just need to

work with the part *';l*# . Now the procedure is analogous to the previous case: we

k
—
t e

make use of Lemma A.1 applied to the parts of the form ‘l*)l ! in the passages of
—

—_—
type d and, at the end, we use Remark A.1 to conclude that the two X-paths give rise to

x-equivalent 2-morphisms.
Case i =u and j =s; (or j =s). We consider j = sy, for j = s, the procedure is the same.

We have two X-paths of the form S; ~"~% S5 ~y Sy and S ~y Sy~ Sy .
Thus, the four ¥-schemes are of the form

—ty
l and kl E lk' remain unchanged, then they

do not interfere on the X-steps. To obtain the desired result we act as for i = d and j = w:

—T

9
s

L
1l
el

le

—

——

In each X-step above, the Y-squares H

lo ]

Apply Lemma A.1 to the parts of the ¥-schemes given by ) J J in the passages of type

M
——

s, and, at the end, use Remark A.2.

Case i =u and j =d;. It is similar to ¢ = u and j = d.

Case i =s and j =d;. It is similar to i =d and j = s.

Case i = dy and j = s1. We easily see that all the Y-schemes have the configuration




- t

] -
where the parts —— . and kl lk. are unchanged. We proceed as for the
—

t

|

N N
7 7

first case, by applying Lemma A.1 to the part H ! \L \L when obtaining the

basic €2 2-cells corresponding to the passages d; and use Remark A.2. O]

Corollary A.4. Every two X-paths of length equal or less than 2 between X-schemes of level
3 are equivalent. Equivalently, every cycle of 4 or less X-steps between ¥-schemes of level 3
are equivalent to an identity X-step.

Proof. For cycles of length 1 or 2, it was already seen in Lemma 3.12. Concerning cycles
of length 3, it suffices to consider the cases where we have three consecutive X-steps all of
different types. Indeed in case we have two repeated types, then, since a ¥-path of two X-steps
of the same type are equivalent to one Y-path of just one X-step of that type, we fall in the
case of length 1 or 2.

It remains to consider all cycles of length 3 or 4 not yet encompassed by Proposition A.3.
Indeed, all of them follow from Lemma 3.12 and that proposition. Moreover, most of the
cases follow also from Proposition 3.20, where the property is stated for cycles of all finite
lengths when we restrict to certain configurations of ¥-schemes.

Cycles of length 3. If the cycle contains the -steps s and s, or the 3-steps d and dj,
then the result follows immediately from Lemma 3.12. Since every Y-step may be seen as an
undirected edge (because basic 2 2-cells are invertible and the inverse corresponds to a X-step
of the same type, just reversed), the only cases to study are dus, dus;, d;us and d;us;. We
analyse dus, the remaining cases are similar.

Case dus. Let us consider

S) ~y Sy Ay Gy Ay S

Observe that, taking into account the type of the YX-steps in turn, we conclude as follows,
where the necessary equal ¥-squares will be indicated with the same number:

—
i
e S is simultaneously of the forms d and s, hence S; = ! I
—_—
)
—
_J
e S5 is simultaneously of the forms d and u, hence S, = 1
—
T
—
o
e S3 is simultaneously of the forms u and s, hence S5 = ! l l
—
‘LH‘LH —
— —
el ENEN
e d: S; ~ S5 obliges us to have S; = lzl‘l and Sy = ENENE
—YY —Y——
Il RGO
—
1
e u:.S, ~ S3 obliges us to have S3 = Ll
v
e



A A
e 5:.55 ~ S requires S3 = Hi;ﬂi)l and Sy = HiLJL)l
Ll ) Ll
Consequently, we have:
LSl Db, b, o
S S I N AN N Ot I N AV N AL AN
N N A N A N N

Observe that the basic €2 2-cell corresponding to d may be obtained by applying Rule 4’ just
to the X-squares 5 and 7 @ 8 and composing with the ¥-square 4. Then, it coincides with the
basic 2 2-cell obtained by the Y-step of type s. Analogously, the Q 2-cell corresponding to
u may be obtained by applying Rule 4’ to the ¥-squares 3 () 8 and 9 () 10 and composing
with the Y-square 1. Thus, this 2 2-cell also coincides with the one obtaining by a Y-step of
type s. Therefore, we conclude that the ¥-path is equivalent to a X-path of length 1 made of
a Y-step of type s, and hence it is just the identity.

Cycles of length 4. We need to analyse the cases not reducible to a cycle of length < 3
and not encompassed by Proposition A.3.

Case duds. Arguing in a way similar to the one of case dsu, we see that the Y-schemes of
a cycle of Y-steps duds must be of the form represented by the outside X-path of the diagram
below. The equivalences of ¥-paths and X-steps indicated by the symbol = are easily seen —
namely, we use the fact that the juxtaposition of Y-steps of the same type is equivalent to a
>-step of that type, and the case i = d and j = u studied in Proposition A.3. Consequently,
we see that the Q 2-cell corresponding to the Y-cycle is the identity.

Case dud;u. Arguing in a similar way as above we see that our cycle is of the form

81~&>S2~5\>53w%}\>54w5\>31
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with

1 J 1 J i L
Sy = HL—IJH Sy = —YL*IVL*) S3 = —JQL ’ h Sy = Hl$l ’ h
| lJ l~*l,J =1 N
RN N R I N
Let
*VL 2 *YL )

Ry = Hl%l*l and Ry = HL%‘LHJ

o Il

(RN I 1

Case udus. Analogously, we conclude as desired seeing that the cycle udus must be
as described in the outside part of the diagram below and observing that the indicated
equivalences between Y-paths are verified.

Case us;us. In order to have the sequence of X-steps S; ~~~> S5 PO Sy~ Gy~ S
the YX-schemes are of the form

el o J 1 J .

A N 5= I,

NN Sy =
1 It

1
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Let N .
e i
Ry = ”QLQL and Ry = | l ° l

el

The following diagram shows that the given cycle is indeed equivalent to the identity Y-path.

The remaining cases can be obtained by arguing in a similar way. O

Recall the notion of configuration of interest and X-path of interest given in
Definition 3.18. Recall also that the canonical %-scheme of level 3 and of a given left border
is made of canonical X-squares, and is represented by

Can =

R

LIV

The next proposition, which is just Proposition 3.21 given in more detail, states that the
horizontal composition of an identity 2 2-cell with an € 2-cell is also an € 2-cell.

AR

N
-4
VN

lll

Proposition A.5. Let A LB5 CLDEE e Y-cospans, where f = (f,r), g = (g,5),
h = (h,t) and k = (k,u).

(1) Let Q: (I1g,myu) = (lag, mau) be a basic Q 2-cell determined by a Y-step of level 2
of the type d or u between two X-schemes of left border (s, h,t, k) and right border (I;,m;),
respectively. Then the 2-cell Q2 o 17 is an §) 2-cell corresponding to a X-path of interest of
Y-schemes of level 8 and left border (r,g,s,h,t, k).

(2) Let Q: (I f,mqt) = (lof, mat) be a basic Q 2-cell determined by a X-step of level 2
of the type d or u between two L-schemes of left border (r, g, s, h) and right border (I;,m;),
respectively. Then the 2-cell 15 o Q is an Q 2-cell corresponding to a X-path of interest of
Y-schemes of level 8 and left border (r,g,s,h,t, k).

Moreover, Qo 17 and 1 0§ are given by the following table, where the canonical ¥-squares
are indicated by a bullet, and the others Y-squares are indicated by numbers.

-step for Q) \ Y -path for the composition Q o f

T A N N A IR0 R
S s BT e Lt L i L
— ﬁlzlﬁl iiiz@lix@

- = I ) I |
l ,”l i —— N

B it G BN A ww“ﬁlz Jw“:ls B e e A
%J %%l ! QHL AR QJJ ! QHL




Y.-step for 2

‘ Y.-path for the composition k o )

. . ql‘l l'l ngl el

P IR RN LN 1 %lh lwl e e LI e AL RN

SO A SN R N HHH 1 |-l l L
kol = l l l !

— - i, 4, 4,

o, l ety b l o %l*lwl I l . glﬁlw‘ﬁl glﬁl

Lol SO A I N HHUHUH H!HU AN N
’ a koo Lol b [N

Proof. (1) Let Q be the Q 2-cell corresponding to the X-step

LN LN
PR SR S N N
S A

Thus, here (I;,m;) = (k;h',t;). Let it be represented by the 2-morphism

N N ki 0, t1 S u
7 7 /\ A
/d2 E H
\ <
g 7 \u

with 6 invertible. Now, in order to compose with f = (f,7), consider the following vertical
composition of Y-squares and an invertible 2-cell §' as follows:

| L rw
i N

Thus, we can use 6 oho g to obtain the middle 2-morphism of the desired horizontal
composition (see Definition 3.24):

_) ;)

l,

)Y
5 kl
)Y
—

S
K
H

I

= dllT>

f N 9\ h N kll v € o d AN
7 7 < < <
= = ﬂe' id » H
H > > > > < 2 < <
7 g B Kk e d u

This 2-morphism is an ) 2-morphism. Indeed it corresponds to a Y-step of type d between
Y-schemes of level 3, as illustrated by the Y-step d of the bottom of the next diagram.
Combining this with the definition of horizontal composition as described in Definition 3.24,
we see that the composition € o f is given by the vertical composition of basic Q 2-cells

u

d d
Al B S 8 e formed by the bottom part

corresponding to the Y-path
from S; to Sy in the following diagram:
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The equivalences of X-paths indicated in this diagram are clear: recall from Corollary A.4

d
that two X-paths of the form S ~~> S5 ~~~> S5 and ] ~>~> S, ~S~> S, are equivalent

d .
Therefore, we conclude that Q o f is given by a X-path of the form indicated in the table
Let now 2 be the Q 2-cell corresponding to the X-step

ﬁi Jwﬁi l

(hs, sit;). Let it be represented by the 2-morphism
g

Thus, here (I;,m;) =

, t S u
< <

/w AL
1501z |

N
1 u

with 6 invertible. Now, in order to compose it with f = (f,r), consider the canonical ¥-square
of r along g and an invertible 2-cell 0' as follows

T
T

Q

7
=

! by ) /rw )
dll—e> o \)ldz

This 2-morphism is an 2 2-morphism. Indeed it corresponds to a Y-step of type s between X-
schemes of level 3, as illustrated by the X-step s of the bottom of the next diagram. Moreover
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taking into account Definition 3.24, and the original >-step of type u between X-schemes of

d d
level 2, we see that 2o 17 corresponds to the ¥-path Sy e e e - S,
formed by the bottom part of the diagram

el !

where R; and Rs are obvious X-schemes.

The equivalences of -paths indicated in this diagram are clear, from Lemma 3.12 and

Proposition A.3. Therefore, we conclude that Q o f is given by a ¥-path of the form indicated
in the table.

(2) Let Q be the © 2-cell corresponding to the X-step

—
Al e l by
SERNG L e b

S2

Thus, here (I;,m;) = (hyg, s;). Let it be represented by the 2-morphism

f g

\ hy
?

v o5 ot
<

8 5
- \/@ z, 2

7 7 N
f g t

~

with @ invertible. Now, in order to compose with k = (k,u), just consider the ¥-squares

_ty 4y
bk ezl

and their horizontal composition. Following Definition 3.24, we obtain the middle 2-morphism
of the desired composition k o 2

N q N hi dy E o dt ,u
? ? ? ? 7 < <
\ \ \ gL Z Z
77 ; Ty ! o S A <



This 2-morphism is an 2 2-morphism. Indeed, it corresponds to the following 3-step of type s

— —
R DR
Loz e
IR N RN
L2l 3 12l =k

Observe that, in this case, the Q 2-cells ;, ¢ = 1,2, as in Definition 3.24, just reduce to the
basic £ 2-cell determined by the 3-path of level 1

st

R
T

equivalently, determined by the following Y-step of level 3:

gl
EL

N

— AN

e o

h hi

R e s
i | =] =
K| ) 1 T
—= b e

t' d
In conclusion, we obtain the Y-path as in the first row of the second table.

The case of the second row of the second table, where 2 corresponds to the Y-step of type
u, works similarly.

Finally, it is clear that every of the four X-paths given in the above tables leading to
Qo117 and 1f o Q are X-paths of interest. O

Corollary A.6. (1) Let Q: (hig'f,s1) = (hag'f, s2) be the Q 2-cell (with the indicated domain
and codomain) corresponding to the X-step of left border (r,g,s,1)

e, ek
(RN RN

and let h = (h,t) be horizontally composable with Q. Then the Q 2-cell h o Q corresponds to a
Y-path of interest with left border (r,g,s, h,t,1).
(2) Let Q: (hy, s15') = (ha,s95') be the Q 2-cell (with the indicated domain and codomain)

corresponding the Y-step
4T> *r)
*s;i 2 J}T’."\N‘S"M} *;‘L 3 J"Z.

N I,

and let h = (h,t) be horizontaly composable with Q. Then, the 2-cell h o Q corresponds to a
Y-path of interest with left border (r,g,s,h,t,1).

Proof. (1) From Proposition A.5, we know that the 2-cell i o  is the one corresponding to
the X-path

l ! l ! Al il

_|| et || : l ol INLININ peonesc. ol IR

') ! HHU IR Lo -
ed - bl e



Observe that, equivalently, h o Q corresponds to the ¥ path of S-schemes of level 2 given by

RN el l ! N

(N el IR ]| lwww»ll N

| ! (RN . -
e L e ]

Moreover, adding just an identity row below each ¥-scheme, we obtain a Y-path between
Y-schemes of level 3 and left border (r, g, s, h,t,1):

l l l l !
2 2 3 ” 3 l
L l e

U
l U U
: ";L t }';L

|-, I ]

—

i ! !
l H l I l
! l l
! ol H
(N Il H
The 2-cell h o Q also corresponds to this Y-path, which indeed is equivalent to just a X-step
of type s. Hence, a Y-path of interest.

(2) Acting in a similar way for the Y-step u, we obtain that the € 2-cell h o Q corresponds
to the following 3-path

r r

2
ILHL** e I~
—— —

T I R I

BN

lw;»

RN N N IR IR N
which is of interest. O

The last proposition of this section states that every two Y-paths of interest, of any finite
length, between two YX-schemes of level 3, are equivalent. As an auxiliary tool we are going to
consider certain X-paths into the canonical X-scheme.

For a Y-scheme of a given configuration of interest  (see Definition 3.18) there may exist
several Y-paths from it into the canonical ¥-scheme. In the next table we choose one of that
Y-paths to be the z-canonical -path.
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’ T \ z-canonical ¥-path

Hl 2 J d *VL 2 J u *VL;YL
da NN IR Saaa NN AN Sasa gV SN IEN Sasagit
RN RN bl
Al el el
db e e el > Can
RN RN RN
N N L e
de || ;l*l a4 %l*l SN ;ﬁHJ us el s can
Al NN RN N AN
RN -4 - | l-J -1 L-d-1-1
I )
" A T T L e e
l;lHJH l;lﬁlﬂl RN
. . ey RN
ub Al el > e | > Can
VI R o= -l b1
BRI I RN
S el el | Can
bl RN RN
IR U RN I
s, R N IV S AN N S A L~ can
Lol Lol -1l led -1 —T

Proposition A.7. Every two X-paths of interest starting and ending at the same Y-schemes
are equivalent.

Proof. A. First, we show that for every Y-scheme of interest exhibiting two different kinds of
configurations of interest, the corresponding two canonical ¥-paths are equivalent.
1) da and db. A Y-scheme exhibiting the both configurations looks as follows:

e
S1="_ |1l
! : i

Taking the da-canonical ¥-path and the db-canonical 3-path we see that we have the following
diagram, where the top and bottom lines are the canonical ¥-paths and the equivalence = is
given by Proposition A.3. Hence, the two canonical ¥-paths are equivalent.

S,

;Hﬁ 3
S, ~4s S, Can
4

S.




2) da and dec. A Y-scheme exhibiting the both configurations looks as follows:

Let

Putting the da-canonical ¥-path and the dc-canonical -path on the top and on the bottom,
respectively, we obtain the following equivalences of ¥-paths, showing that the two canonical
Y-paths are equivalent:

Sl W 52 —/\/l\l/\,} SS 3 Can
d = s s
S4 —/vvvvvgqvvvvx») S5 = RO —2?3\1,} SG

3) da and ua. A X-scheme exhibiting the both configurations looks as follows:

—

R
SN AN
Jodlel-d
Let the da-canonical and ua-canonical »-paths be, respectively, the top line and the bottom
line of the following diagram. There is a >-step of type d from S to Ss.

S, ~%y Gy~ S5 ~5> Can

T

Sy —~y> Ss

Hence, by Proposition A.3, the two canonical Ypaths are equivalent.

The remaining cases are shown in an analogous way. Next we just exhibit the scheme of
the diagram with the two corresponding canonical ¥-paths and the equivalences leading to
the desired conclusion.

S, ~y Gy ~Ay G5 S Can

—
*VL 2
4) da and ub. §; = 1] Jand we have \\_\_& = /_,_,_/'?l
—Y——Y " d
Sy

L el
5) da and s. The combination of the two configurations give a -scheme of the form

—
il . . _
S1 = IENERE and the equivalence of the two canonical Y-paths is shown by the
s
Ll =
diagram

S~ Gy ~Euy Sy ~E Can

Ri&fﬂf’

54"\/(\1/\'?55
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6) da and s;. The equivalence is shown by the following diagram

SQ_W\/‘)SQ.

ﬁi

Ry ~p> Rl g Can

ii
A
X

where

L L A L
S, = U;lHL S, = U;lHL s, = Il J S, = U;lHJ,
EREREN EENEN e NN
RN RN RN lod -1

! 4 | !

s Il pe T g me DI

U RN IR

USRI RN RN

NE A

54"\/[\‘/\'?55

showing that the two canonical 3-paths are equivalent.
—

RN

8) db and ua. Put S; =

where R, is obvious.

S; ~%y Gy~ So ~Bs Can

Il
9) db and ub. Put S; = lTlTl and use the diagram \\-\_& = \\—\_‘; = ;"’I/]
— " u S
UL Sy = Ss

to conclude that the two canonical ¥-steps are equivalent.

7



Il

10) db and s. Put Sy = ! ! and use the following diagram

S; —~%y Gy~ S5~ Can
\LSLL&E,JIT
Sy

to conclude the equivalence of the two canonical -paths.

— —
RN RN

11) db and s;. Put Sy = ”Ql%l and consider Ry = ”i>l$l Use the following
i RN
Il L1

diagram

R? d

54_'\/\1{\'_)‘5’5%56

where the equivalence in (*) is obtained as for the case db and ua, to conclude the equivalence
of the two canonical Y-paths.

.
12) dc and ua. Put S; = ”—1>l—> , and consider R; = ”*xlﬁ and
RO RO
NN l=d- 1l
N
RN
Ry = ” %‘LH‘L Use the following diagram
UGN
led-1-1
Sy ~nnncrmmnnny Sy mmoniannnsy S,
d d
51 mpanany Ry M R, Can
Sy - Se

to conclude the equivalence of the two canonical >-paths.

-
13) dc and ub. Put S; = ”%iﬂ . We obtain a diagram with the two canonical
!

ol
ol

—

;
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Y-paths which are equivalent as illustrated by the diagram

52 —M Sd W 54
\_\_\:N
sg = Can
/—’"Is/]'
Se
—
EEN
14) dc and s. Put Sy = ";>l;>l We obtain a diagram with the two canonical
IS
N
Y-paths showing that they are equivalent:
‘92 —M SS W 54
P >,
S1 = Can -
\ o
Se
—
1, J
15) dc and s;. Put S; = ” —IYL*) . We obtain a diagram with the two canonical
Ll =

Y-paths showing that they are equivalent:

52—'\/\/\/?/1\/\/\»—)55—«/\/\/\1/1\/\/\»—)54

/_‘,1_,-/'?l ;ﬂd’/ﬁ = ﬂd’ﬂ; \\-\15&

The remaining six cases are proved with similar easy arguments.
B. Observe that given a Y-step of interest of a certain type k, say

51V&;’52>

then S; and S, have a common configuration y where the string y starts with the character

k. Moreover, the y-canonical Y-path from S; to Can factors through S; e Sy ; more
precisely, we have

Sy~ R~ .~~~ Can (A.12)
ék/

k
S

where the top X-path is the y-canonical X-path from S; to Can and the bottom line is the
y-canonical 3-path from S, to Can.
Now suppose we have a X-path of interest

k k K-
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In the following diagram, let p; be the y;-canonical ¥-path from .S; to Can, and let g; be the
reverse of the y;-canonical ¥-path from S;,; to Can.

S, _,\,k\}\,% S :,\f,%,_> Sy e S 1 Jf,;&.) S,

;\- < / A

\ \ N\ P2 - 4 ’

\ // 7 /
\ | > o7 7
AN W1 \ | a2 L q”/W P
s - P
<" Pn-1

Pi+1

For every i = 1,...,n — 2, the Q 2-cell corresponding to Can ~Ls Sy -~~~> Can is the
identity, since p;,1 is a canonical ¥-path, ¢; is the reverse of a canonical ¥-path, and canonical
Y-paths departing from the same ¥-scheme are equivalent. Consequently, we conclude that
the given Y-path is indeed equivalent to

Sy —--2L-—3 Can ---"7--3 S, . (A.13)
Since all canonical ¥-paths from a given Y-scheme to Can are equivalent, we conclude that
all X-paths of interest from S; to S, are equivalent to (A.13). O
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