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Abstract

Our understanding about the behaviour of numerical solutions for evolutionary convection–diffusion equations
is mainly based on analysis of infinite domains situations with stability given by von Neumann analysis. Almost
all practical problems involve physical domains with boundaries. For evolution problems with Dirichlet boundary
conditions, some algorithms can be used without alteration near a boundary. However, the application of higher
order methods such as Quickest or second order upwinding introduces difficulty near an inflow boundary, since
for interior points adjacent to the boundary there are insufficient upstream points for the high order scheme to be
applied without alteration. For that reason such methods require a careful treatment on the inflow boundary, where
additional numerical boundary conditions have to be introduced. The choice of numerical boundary conditions
turns out to be crucial for stability. A test problem is described, showing the practical advantages of some numerical
boundary conditions versus the others by comparison with an exact solution. 2001 IMACS. Published by Elsevier
Science B.V. All rights reserved.
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1. Introduction

Consider a one dimensional problem of convection with velocityV in the x-direction and diffusion
with positive coefficientD:

∂u

∂t
+ V

∂u

∂x
=D

∂2u

∂x2
. (1)

Our interest is in the solution of (1) fort > 0, x � 0 with an initial condition

u(x,0)= f (x), (2)
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given, and subject to the boundary conditions

u(x, t)→ 0, x → ∞, and u(0, t)= g(t), t � 0. (3)

If we choose a uniform space step�x and time step�t , there are two dimensionless quantities of
importance to the properties of most numerical schemes:

µ= D�t

(�x)2
, ν = V�t

�x
,

whereν is the Courant (or CFL) number.
Our main results will concern the numerical scheme Quickest (Quadratic Upstream Interpolation for

Convective Kinematics with Estimated Streaming Terms) and associated numerical boundary conditions
near the inflow boundary atx = 0. Quickest is due to Leonard [10] who derived this scheme using control
volume arguments.

In its original form Quickest used an explicit, Leith-type differencing [16] and third-order upwinding
on the convective derivatives to yield a four-point upwinded scheme. In the limitD → 0, Quickest is
third order accurate in time. The use of third-order upwind differencing for convection greatly reduces
the numerical diffusion associated with first-order upwinding (this was illustrated in Baum et al. [1]).

The motivation for our study of the convection diffusion equation is mainly related to the unsteady two
dimensional Navier–Stokes equations although this aspect will not be focused on in this paper. There is
now an extensive literature about Quickest and its use in flow simulation, see for instance [1,2,10]. Other
references concerning the equivalent method for steady flow, called Quick, can be found in [6,11].

There are a number of other schemes which are of great practical importance, particularly for
a convection equation but also to some extent for a convection diffusion equation. These include
schemes using non-linear flux limiters where a major objective can be to inhibit or prevent oscillations.
Such schemes, associated with the mnemonics TVD (total variation diminishing), ENO (essentially
non oscillatory) and MUSCL (monotone upwind-centred scheme for conservation laws) are of great
importance in compressible flow calculations and increasingly in schemes for incompressible Navier–
Stokes equations, see for instance [13] or [20]. The work described in this paper is focussed on the
Lax–Wendroff and Quickest schemes, which do allow non-physical oscillatory behaviour in the solution,
and in particular on the consequences for stability of their implementation near a boundary. The extension
of this work to non-linear schemes using flux limiters is an important objective for further study.

We analyse the one dimensional linear convection diffusion equation as a preliminary step to the
study of the multidimensional case. In doing this we introduce an efficient way to deal with the
numerical boundary condition and examine the stability and the accuracy of different numerical boundary
conditions.

2. Finite difference schemes

Dominant convection often leads to algorithms derived by a method introduced by Lax and
Wendroff [8], who considered a Taylor expansion

u(x, t +�t)≈ u(x, t)+�t
∂u

∂t
+ �t2

2

∂2u

∂t2
+ · · · (4)
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and then used Eq. (1) to replace the temporal derivatives with spatial derivatives. The advantage of the
Lax–Wendroff scheme is its second order accuracy compared to the first order accuracy of a simple
upwind scheme. Davis and Moore [2] have shown that Quickest can also be derived by considering the
�t3 term in expansion (4) and making some subsequent approximations rather than by the method of
Leonard.

Morton and Sobey [12] derived a generalised solution technique which gave both Lax–Wendroff and
Quickest algorithms as special cases by using an exact solution of Eq. (1) applied to an approximation
on a discrete mesh. They considered a problem on the whole real line which solved exactly using Fourier
transforms inx to obtain the solution,

u(x, t)= 1√
π

+∞∫
−∞

f
(
x − V t + 2

√
Dtξ

)
e−ξ2

dξ.

They wrote this as an evolution over one time step

u(x, tn +�t)=
+∞∫

−∞
u(η, tn)G(x − η;�t)dη, (5)

wheretn = n�t and the Green’s function was given by

G(z; τ)= 1√
Dπτ

e−(z−V τ)2/4Dτ .

To derive finite differences as in [12] they substituted a local polynomial approximation tou(η, tn) into
the integral (5), and exploited the fact that the integration for a global polynomial could be carried out
exactly. They supposed there were approximationsUn := {Un

j } to the valuesu(xj , tn) at the mesh points

xj = j�x, j = 0,±1,±2, . . . .

Now they associated with each pointxj a local interpolating polynomial throughUn
j and values at a

number of neighbouring points, denoting each such polynomial bypj(x;U n), of degreeR,

pj
(
x;U n

) =
R∑
r=0

bjr(x − xj )
r . (6)

Then they generated finite difference schemes from

Un+1
j =

+∞∫
−∞

pj
(
η;U n

)
G(xj − η;�t)dη. (7)

This method provided a family of algorithms, in principle of arbitrary order of accuracy and it followed
that for the approximation (6),

Un+1
j = bj0 − bj1V�t + bj2

[
V 2(�t)2 + 2D�t

] − bj3
[
V 3(�t)3 + 6VD(�t)2

]
+ bj4

[
V 4(�t)4 + 12V 2D(�t)3 + 12D2(�t)2

] + · · · .
Within this general framework Morton and Sobey [12] could obtain both Lax–Wendroff and Quickest
schemes by interpolation on a uniform mesh. If the usual central, backward and second difference
operators, are written
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�0Uj := 1

2
(Uj+1 −Uj−1), �−Uj :=Uj −Uj−1, and δ2Uj :=Uj+1 − 2Uj +Uj−1

and used to evaluate the coefficientsbjr in terms of the nodal valuesUn then the following results were
obtained.

Quadratic interpolation—Lax–Wendroff
If a quadratic interpolant ofUj−1, Uj andUj+1 was used then

bj0 =Un
j , bj1 = �0U

n
j

�x
, bj2 = δ2Un

j

2�x2
,

and the approximation formula forUn+1
j was the Lax–Wendroff scheme

Un+1
j =

[
1− ν�0 +

(
1

2
ν2 +µ

)
δ2

]
Un
j . (8)

Cubic approximation—Quickest
If pj(x,U n) was extended to include a cubic term, then there would be a choice of points which can

be interpolated. If the cubic expansion was obtained by interpolatingUn
j−2 as well asUn

j−1,Un
j andUn

j+1,
that is by using two upstream points, then

bj0 =Un
j , bj1 = �0U

n
j

�x
− δ2�−Un

j

6�x3
, bj2 = δ2Un

j

2�x2
, bj3 = δ2�−Un

j

6�x3
,

and the approximation formula became the Quickest scheme:

Un+1
j =

[
1− ν�0 +

(
1

2
ν2 +µ

)
δ2 + ν

(
1

6
− ν2

6
−µ

)
δ2�−

]
Un
j . (9)

The difficulty in applying Quickest near a boundary is immediately evident because adjacent to a
boundary there will only be one upstream point whereas the scheme (9) requires two upstream points.

3. The numerical boundary condition

The model problem we consider here is a simplified form of (3) where, for the solution defined on the
half-line, the inflow boundary condition is given by

u(0, t)= 0. (10)

As Lax–Wendroff is a three point scheme it can be used at all interior points. On the other hand the
Quickest scheme uses two points upstream and can not be applied on the first interior point of the mesh.
At that point we need to apply a numerical boundary condition. In the next sections we discuss a number
of different numerical boundary conditions which can be used at the first interior point of the scheme. The
new results in this work concerns the consequences for stability and accuracy of the resulting schemes.

3.1. A numerical boundary condition suggested by Leonard

Leonard [10] suggested the following boundary condition based on control-volume arguments for a
cell [�x/2,3�x/2]: a hypothetical node is specified at�x/2 downstream of the physical boundary at
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x = 0. This node is denoted byB. It is assumed that the Dirichlet condition can be applied at this node,
rather than atx = 0, so that in this case:UB = 0. A linear interpolation, between the next boundary value
and the first interior point,UB = (Un+1

0 +Un
1 )/2 gives for this case

Un+1
0 = −Un

1 . (11)

Then, using a control volume approach to determine fluxes across the mid-cell faces at�x/2 and 3�x/2,
it gives

Un+1
1 =Un

1 − ν
(
Un
r −Un

l

) +µ
(
Un

0 +Un
2 − 2Un

1

)
, (12)

where fictitious valuesUn
r , Un

l are evaluated at 3�x/2 and�x/2, respectively. Applying the numerical
boundary condition (10) at�x/2 and an interpolation at 3�x/2 gives:

Un
l = Un

B,

Un
r = 1

2

(
Un

1 +Un
2

) − 1

8

(
Un

0 +Un
2 − 2Un

1

)
.

Since in this caseUn
B = 0, (12) can be rewritten

Un+1
1 =Un

1 − ν

8

(
6Un

1 + 3Un
2 −Un

0

) +µ
(
Un

0 +Un
2 − 2Un

1

)
. (13)

This provides an algorithm for dealing with the first interior point which incorporates the numerical
boundary condition.

A diagram with the relevant points is given below:

Boundary � � �

U0 UB =Ul U1 Ur U2

�x/2 3�x/2

3.2. Downwind third difference

The derivation of the numerical scheme Quickest using (7) was based on a local cubic approximation.
If at the first internal point of the scheme we choose the points used for interpolation asUn

0 , Un
1 , Un

2 and
Un

3 we bring in a forward third difference instead of a backward third order difference, given a scheme

Un+1
1 =

[
1− ν�0 +

(
1

2
ν2 +µ

)
δ2 + ν

(
1

6
− ν2

6
−µ

)
δ2�+

]
Un

1 , (14)

where�+ is the forward operator defined by�+Uj :=Uj+1 −Uj . Additionally we are considering

Un
0 = 0.

The use of this downwind third difference does not affect accuracy since it is still based on a local
cubic approximation. However as we shall show, it does have penalties in terms of stability.
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3.3. Lax–Wendroff

We assume the Dirichlet boundary condition

Un
0 = 0.

An alternative numerical boundary condition at the first interior point is obtained by applying a quadratic
local approximation using the pointsUn

0 , Un
1 andUn

2 for interpolation. In that way we have the Lax–
Wendroff method only at that point:

Un+1
1 =

[
1− ν�0 +

(
1

2
ν2 +µ

)
δ2

]
Un

1 . (15)

3.4. A fictitious pointU−1

Let us suppose we apply a Quickest scheme to the first internal point without modification by assuming
a fictitious pointU−1. In this section we describe one way to calculate this fictitious point using the
boundary data.

We know that on the whole real line the exact solution of the convection–diffusion equation (1) subject
to an initial condition is given by a version of (5),

u(x, t)=
+∞∫

−∞
u(η,0)G(x − η; t)dη. (16)

In our case we only have initial data forx � 0 but the boundary data atx = 0 for t > 0 will correspond
to (unknown) initial data forx < 0. In particular atx = 0, g(t)= u(0, t) is given by

g(t)=
+∞∫

−∞
u(η,0)G(−η; t)dη. (17)

If we define

u+(η) = u(η,0), η� 0,

u−(η) = u(η,0), η < 0,

then we can write
0∫

−∞
u−(η)G(−η; t)dη = g(t)−

+∞∫
0

u+(η)G(−η; t)dη.

Givenu+ andg, this defines an inverse problem foru−. This gives one way to deal with a fictitious point
on the left ofx = 0. Rather than try to determineu−(η) analytically, we consider an application of (17)
over one time step:

g(tn+1)=
+∞∫

−∞
u(η, tn)G(−η;�t)dη. (18)
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Then approximating the solutionu(η, tn) by a quadratic polynomial aroundx = 0 usingUn−1, Un
0 andUn

1
gives

gn+1 = gn − ν

2

(
Un

1 −Un
−1

) +
(
µ+ ν2

2

)(
Un

1 − 2gn +Un
−1

)
, (19)

wheregn := g(tn). This is of course the same as (8) withj = 0 andUn
0 = gn. Note that in particular we

are assumingg(t)= 0 as imposed by (10).
Sincegn, gn+1 andUn

1 are known, from (19) we can calculate the fictitious valueUn−1 . After we have
obtained the value, we can apply the correct third difference at the first interior point. As we shall show
below this numerical boundary condition has a substantial advantage for stability.

4. Stability considerations

Stability analysis is usually only possible for fairly idealised situations, linear constant coefficient
equations on infinite domains (although energy methods can be used for some situations). It is observed
that most more complex situations still follow results which come from analysis of idealised model
equations. On an infinite domain it is conventional to use von Neumann analysis to determine whether a
discretisation scheme will be stable or unstable. In the case of a bounded domain it is no longer possible
to use simple von Neumann analysis. We need to assure that the discretisation of the boundary conditions
is also stable and then the overall discretisation will be stable, in the sense of Lax [15].

However, to have stability of a scheme subject to numerical boundary conditions, first of all we need
to assure that the Cauchy problem is stable, that is that the scheme is von Neumann stable in the infinite
domain.

Denoteκ(ξ) the Fourier amplification factor of a numerical scheme. A numerical scheme is said to be
von Neumann stable if there is a constantK such that∣∣κ(ξ)∣∣ � 1+K�t, ∀ξ ∈ R. (20)

However, for some problems the presence of the arbitrary constant in (20) is too generous for practical
purposes, although being adequate for eventual convergence in the limit�t → 0. In practice, the
inequality (20) is substituted by the following stronger condition.

Definition 1. A numerical scheme is said to be practically von Neumann stable if∣∣κ(ξ)∣∣ � 1, ∀ξ ∈ R. (21)

In some cases condition (20) allows numerical modes to grow exponentially in time for finite values
of �t . Therefore, the practical, or strict, stability condition (21) is used in order to prevent numerical
modes growing faster than physical modes solution of the differential equation.

In the next sections, when referring to a scheme as von Neumann stable, it means that the practical von
Neumann condition (21) is satisfied.

All the explicit methods we discuss can be written in the form of a matrix iteration. Assume that the
nodal points areUn

j , j = 0, . . . ,N , and that the outflow boundary is such that

Un
N = 0, ∀n. (22)
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Introducing the vectorUn = {Un
0 ,U

n
1 , . . . ,U

n
N−1}T, all the schemes may be written as matrix equations

Un+1 =AUn, n= 0,1,2, . . . , (23)

whereA is anN ×N matrix and depends on the scheme used.
Leaving aside errors in the truncation of the original continuous equation, any errorsEn in a calculation

based on (23) will grow according to

En+1 =AEn, n= 0,1,2, . . . , (24)

whereEn = un −Un with un, Un the exact and numerical solutions of (23), respectively, att = n�t .
GivenA ∈ R

N×N denote the spectral radius ofA by ρ(A) and theL2-norm of the matrixA by ‖A‖.
We recall that

‖A‖ = ρ(A) if A ∈ R
N×N is normal.

It is well known that for anyA ∈ R
N×N

Am → 0 asm→ ∞ if and only if ρ(A) < 1.

A simple criterion for regulating the error growth governed by (24) is given by

ρ(A)� 1. (25)

When the matrixA is not normal, the spectral radius gives no indication of the magnitude ofEn for finite
n. In this case a condition of the formρ(A) < 1 guarantees eventual decay of the solution, but does not
control the intermediate growth of the solution.

A more severe condition for regulating error growth follows from (24). If the matrix norm,‖A‖, is
consistent with the vector norm,‖E‖, then∥∥En+1∥∥ � ‖A‖∥∥En

∥∥, n= 0,1,2, . . . ,

and the condition

‖A‖ � 1, (26)

is sufficient to ensure that the error cannot grow withn. This condition is very severe and replacing (26)
by ∥∥Am∥∥ �K, ∀m, (27)

with a suitable choice ofm andK , gives a more relaxed condition which allows a limited growth of the
error vector afterm time steps. The error is controlled by a reasonable constant for allm� 0, although in
practice the concept of reasonable constant is not straightforward. Recently several authors [3,9,14] have
carried out work related to non-normality effects and have found some sufficient conditions to bound
‖Am‖ for all m� 0.

By examining both the spectral radius and the matrix norm, we are able to find very accurate regions
of stability for our methods.

It is also worth noting that the Godunov–Ryabenkii theory can be applied to these problems. Godunov
and Ryabenkii [4] deduced necessary conditions occasioned by the boundary conditions. This work was
further developed by Kreiss [7] and Gustafsson et al. [5]. This method is quite powerful, but often leads
to very complex and intractable calculations, see also [17].



E. Sousa, I. Sobey / Applied Numerical Mathematics 41 (2002) 325–344 333

5. Practical stability regions

To have stability of a scheme subject to numerical boundary conditions, a necessary condition is that
the scheme is von Neumann stable in the infinite domain. The Lax–Wendroff and Quickest schemes are
von Neumann stable, providedµ, ν are such as to lie within the respective curves in Fig. 1 [10,12]. The
regions plotted in Fig. 1 are sufficient and necessary for a von Neumann stability of these schemes.

This means that when the Quickest scheme is subject to numerical boundary conditions, any stability
region should lie inside the stability region displayed in Fig. 1.

Our plan is to show curves which defineρ(A) = 1, curves which define‖A‖ = 1 and curves which
define ‖An‖ = 1 for some fixedn. These curves have been computed using Matlab for finite size
matrices. The shaded area between two curves is where eigenvalue analysis would indicate stability
but where matrix analysis tell us the error might grow by many orders of magnitude before eventually
decaying. A simple guide for practical stability is to stay within the region where‖A‖ � 1 but that
can be very restrictive in some cases. A less restrictive condition is to consider the region where
‖An‖ � 1 for somen � 1 not very large. In general the size of the matrixA considered isN = 30
unless another size is mentioned. The outflow boundary condition considered is always the Dirichlet
boundary condition (22).

Lax–Wendroff
For the Lax–Wendroff scheme and considering Dirichlet boundary conditions on the inflow and

outflow, we know the stability region is given by the von Neumann condition, since we can consider
periodic boundary conditions. In Fig. 2 we see that the region‖A‖ � 1 coincides with the well known
von Neumann condition:ν2 + 2µ� 1. We can also observe that for finite matrices the spectral radius is
greater than that indicated by von Neumann analysis.

Fig. 1. Von Neumann stability regions for Lax–Wendroff (−) and Quickest (−·).
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Fig. 2. Stability region for Lax–Wendroff.

(a) (b)

Fig. 3. Stability region for Quickest combined with the numerical boundary condition suggested by Leonard
(Section 3.1): (a) Region where the eigenvalues ofA are less than one but the norm ofA is bigger than one (in this
figure we do not shade this region as in the previous and subsequent figures); (b)‖A3‖ = 1 (· · ·), ‖A6‖ = 1 (- -),
‖A12‖ = 1 (−·), ‖A48‖ = 1 (−).

Quickest
As we have indicated, difficulty in applying Quickest is related to the right choice of the numerical

boundary condition. Since the iterative matrixA is slightly different for different boundary conditions,
stability results also differ. We apply inlet (10), and outlet (22), Dirichlet boundary conditions.

On applying the boundary method suggested by Leonard (Section 3.1), the region where the
eigenvalues are less than one (Fig. 3(a)) almost contains all the von Neumann stability region (Fig. 1),
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(a) (b)

Fig. 4. Stability region for Quickest with a downwind numerical boundary condition (Section 3.2): (a) Norm and
spectral radius for the iterative matrixA; (b) ‖A3‖ = 1 (· · ·), ‖A6‖ = 1 (- -), ‖A12‖ = 1 (−·), ‖A24‖ = 1 (−).

except a small portion on the top left corner of Fig. 3(a), although the norm of the matrixA is never
less than one. The fact that the norm is never less than one does not imply that the method is not stable,
since‖A‖ � 1 is only a sufficient condition for stability but not a necessary condition. It is interesting
to see what happens when the norm of powers ofA, ‖An‖ is computed. We plot in Fig. 3(b) the regions
‖An‖ � 1 for n = 3,6,12,48. The region defined by‖A48‖ = 1 is approximately the same as the von
Neumann region. Of course the conditionρ(A) � 1 implies that‖An‖ tends to zero whenn→ ∞, but
the main point for a practical stability is that‖An‖ does not grow very strongly and starts to decay after
few steps in time. The practical stability region for this case is approximately the von Neumann region
given by the intersection of the conditionρ(A)� 1 (Fig. 3(a)) with the von Neumann condition (Fig. 1).

Using the Quickest scheme with a downwind third order difference applied to the first mesh point
we lose a substantial part of the stability region (Fig. 4(a)). When plotting the regions‖An‖ � 1,
n = 3,6,12,24 (Fig. 4(b)) we can observe that as we increasen the region‖An‖ � 1 approximates
the region defined byρ(A) � 1. Note also that since we are considering the Quickest scheme with a
numerical boundary condition, whenN → ∞ the curveρ(A) = 1 does not necessarily approach the
boundary of the von Neumann region as would happen, for instance, in the case of the Lax–Wendroff
scheme (see Fig. 1), where numerical boundary conditions are not present.

There is a small portion forµ small (Fig. 4(b)) where‖An‖ does not become less than one for a
relatively smalln, although it does not grow significantly either as shown in Fig. 5. If we consider the
area where‖A‖ > 1 andρ(A)� 1 for smallµ (the shaded region on Fig. 4(a)) then forµ= 0.001 and
ν = 0.5, if N (the size of the matrixA) is increased, the maximum value of‖An‖ does not increase,
i.e., ‖An‖ � 1.2 for all n andN considered (Fig. 5(a)). In Fig. 5(b) forµ = 0.001 andν = 0.1 we can
observe that for the matrix sizeN = 30 the norm starts to be less than one aroundn= 300. We also have
that ‖An‖ � 1.6 for all n andN considered. In this region more steps in time are needed before‖An‖
becomes less than one.
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(a) (b)

Fig. 5. Evolution of matrix norm for Quickest with a downwind numerical boundary condition (Section 3.2):
(a) Behaviour of the function‖An‖ atµ = 0.001, ν = 0.5 for different matrices sizes (N ); (b) behaviour of the
function‖An‖ atµ= 0.001, ν = 0.1 for different matrices sizes (N ).

The curves in Fig. 5 show that for these values and parameters the norm of‖An‖ as n increases
has a characteristic early growth, plateau values and later a rapid decrease to zero. We do not have
a satisfactory explanation for this behaviour.

In cases whereµ is small, Fig. 4 indicates a region of potential instability but it is in fact a stable region
where the condition (27) is satisfied with values ofK not much larger than one, see Fig. 5. Consequently
the practical stability region is given by the conditionρ(A)� 1 that lies inside the von Neumann region.
The fact that the stability region for the Quickest scheme with the downwind third difference numerical
boundary condition is given by this region was also recently proved in [17] using Godunov–Ryabenkii
theory.

The effect on stability of applying the Lax–Wendroff scheme to the first interior point of the scheme
is shown in Fig. 6. The region of stability is larger than with a downwinded third difference. The shaded
area in Fig. 6 that lies inside the von Neumann stability region (Fig. 1) is still a region where we have
practical stability although the norm exceeds one, as we can conclude by the behaviour of‖An‖ asn
increases in Fig. 6(b), where the regions‖An‖ � 1, n= 6,12,24,48 are plotted.

The numerical boundary condition which used a fictitious point value to apply an upwinded third
difference, associated with inlet and outlet Dirichlet boundary conditions gives essentially the same
stability region as the von Neumann condition. The region where‖A‖ � 1 (see Fig. 7) is coincident
with the region where the interior scheme Quickest is von Neumann stable. We can conclude that we
have practical stability for that scheme in the region given by the condition‖A‖ � 1.

An important point is whether the results presented are sensitive to changes in the size of the
iterative matrix. Our numerical experience is that changing the matrix size does not change our general
conclusions. This is illustrated by showing the effect of changing the size of the matrices on the
eigenvalues and norm in Fig. 8. Although these results are for a Quickest scheme with Lax–Wendroff
as a numerical boundary condition, these are also a general profile for the other methods. Fig. 8 shows
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(a) (b)

Fig. 6. Stability region for Quickest with Lax–Wendroff as the numerical boundary condition (Section 3.3):
(a) Norm and spectral radius for the iterative matrixA; (b) ‖A6‖ = 1 (· · ·), ‖A12‖ = 1 (- -), ‖A24‖ = 1 (−·),
‖A48‖ = 1 (−).

Fig. 7. Stability region for Quickest using a fictitious point (Section 3.4).

what happens to the spectral radius and the norm for two cases of interest, one where the norm and
eigenvalues are simultaneously less than one (Fig. 8(a)) and the other region where the spectral radius is
still less than one but the norm is not (Fig. 8(b)). We observe slight changes in the spectral radius with
the dimension of the matrix but it does not become larger than one. The matrix norm seems more stable
to changes of the matrix size; neither indicator is much affected by increasing the matrix size.

Although when we are dealing with non-normal matrices the eigenvalues are not reliable indicators of
stability, in our examples the intersection of the region where the eigenvalues are less than one with the
von Neumann stability region gives us a quite accurate practical stability region.
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(a) (b)

Fig. 8. Effect of the matrix size on the spectral values and matrix norm for Quickest with Lax–Wendroff as
a numerical boundary condition: (a)µ= 0.2, ν = 0.6; (b)µ= 0.7, ν = 0.6.

Fig. 9. Von Neumann stability region (—); region where the spectral radius is less than one for the iterative matrix
A when the Lax–Wendroff numerical boundary condition is considered (− − −); region where the spectral radius
is less than one for the iterative matrixA when the downwind numerical boundary condition is considered (− · −).

To give a better comparative idea of the stability regions for the different numerical boundary
conditions, we show in Fig. 9 the von Neumann stability region alongside the regions where the spectral
radius of the iterative matrixA is less than one when the Lax–Wendroff numerical boundary condition
and the downwind numerical boundary condition are considered. For the numerical boundary condition
with the fictitious point the stability region is given by the von Neumann stability region (see Fig. 7).
For the Leonard numerical boundary condition the stability region is approximately the von Neumann
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stability region, since the region where the spectral radius of the iterative matrixA is less than one almost
contains the von Neumann stability region, except for a very small portion, pointed out previously, that
is located in the top left of the Fig. 3(a).

6. Accuracy and test problem

To analyse the accuracy of the methods it is usual to consider a local truncation error. The local
truncation error of the Lax–Wendroff scheme and Quickest scheme can be derived using the modified
equation [19] or the Peano kernel theorem [12].

On theoretical grounds, over a finite interval of time, we expect the Lax–Wendroff method to be close
to O(�x2) accurate while Quickest methods should be O(�x3) accurate. These estimates are not rigorous
since there will be variation of the error withµ andν depending on how�x and�t are related when the
mesh is refined and also depending on the different choices of numerical boundary conditions.

We compare the effect of different numerical boundary conditions using the following test problem. If
we consider the convection–diffusion problem (1)–(3), then an exact solution of this system on the half
line x � 0 can be found using Laplace Transforms:

u(x, t) = 1√
π

t∫
0

g
(
t − τ̂

)
G∗(x, τ̂ )

dτ̂ + 1√
π

+∞∫
V t−x
2
√
Dt

f
(
x − V t + 2

√
Dtξ

)
e−ξ2

dξ

− 1√
π

+∞∫
V t+x
2
√
Dt

f
(−x − V t + 2

√
Dtξ

)
eV x/De−ξ2

dξ,

where the functionG∗(x, τ̂ ) is given by

G∗(x, τ̂ )= x

2
√
Dτ̂ 3/2

e−(x−V τ̂ )2/4Dτ̂ .

To measure accuracy of the different Quickest schemes we have considered a test problem with initial
data

u(x,0)= e−x2/L2
, x � 0, u(0, t)= 0,

whereL is an arbitrary length scale. We will eventually takeL= 1 but we retain it for the present to keep
track of dimensions in the solution. Our reason for considering this test case is that it is straightforward
to calculate an exact solution for this initial profile:

u(x, t)= L

2
√

4Dt +L2

[
e
(x−V t)2
4Dt+L2 Erfc

(
− (x − V t)L

2
√
Dt(4Dt +L2)

)

− e
− (x+V t)2

4Dt+L2 + V x
D Erfc

(
(x + V t)L

2
√
Dt(4Dt +L2)

)]
,

where Erfc(x)= 2√
π

∫ ∞
x e−s2

ds. The time evolution of the solution is shown in Fig. 10 forL= 1.
The following test problem results are for the section 0� x � 20 and for 0� t � 20. There seems

nothing particular about these ranges which change the general nature of our conclusions.
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Fig. 10. Exact solution defined by (28) at the timest = 0, 5, 10, 20.

For the initial solutionu(x,0) = e−x2
, V = 0.5, D = 0.001 we compute the approximated solutions

given respectively by the Lax–Wendroff scheme and by the Quickest scheme associated with the different
numerical boundary conditions for a finite domain 0� x � 20. We plot the results in Fig. 11 att = 20,
for a discrete meshxj = j�x, j = 1, . . . ,300,�x = 20/300 and�t =�x2.

Consider the vectoruex = (u(x0, t), u(x1, t), . . . , u(xN, t)), whereu is the exact solution (28) and the
vectorUapp = (U(x0, t),U(x1, t), . . . ,U(xN, t)), whereU is the approximated solution given by the
respective numerical scheme. The error is then given by

Error(�x)= ∥∥uex(�x)−Uapp(�x)
∥∥,

where‖ · ‖ is theL2 norm.
In Fig. 12 we plot the error versus the mesh size for the Lax–Wendroff scheme and for the Quickest

scheme associated with different numerical boundary conditions. In Table 1 we give estimates for the
convergence rate,p, assuming that the error behaves like(�x)p . In theory, Lax–Wendroff schemes
should be second order (p = 2) and Quickest schemes third order (p = 3). However the practical order
of convergence is highly dependent on the refinement path.

Denoting byT n the truncation error, we have the following for the Lax–Wendroff and Quickest
schemes (see [12,18]):

Lax–Wendroff

�tT nj = 1

6
�x3ν

(
1− ν2 − 6µ

)
Un
x3(xj )

+ 1

24
�x4(12µ2 − 2µ+ 3ν2(1− ν2 − 4µ

))
Un
x4(xj )+ · · · . (28)

Quickest

�tT nj = 1

24
�x4(12µ2 − 2µ− 12µν(1 − ν)+ ν

(
1− ν2)(2− ν)

)
Un
x4(xj )+ · · · . (29)
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(a) (b)

(c) (d)

(e) (f)

Fig. 11. Approximated solutions and exact solution att = 20. (a) Lax–Wendroff; (b) Quickest with fictitious point;
(c) Quickest with downwind; (d) Quickest with Leonard; (e) Quickest with Lax–Wendroff; (f) exact solution.
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(a) (b)

Fig. 12. Error function as mesh is refined for Lax–Wendroff scheme (· · ·), Quickest scheme with the
respective numerical boundary conditions: Boundary suggested by Leonard (Section 3.1) (—); fictitious point
boundary (Section 3.4) (− · −); downwind third difference boundary (Section 3.2) and Lax–Wendroff boundary
(Section 3.3) (− − −). (a)µ= 0.001; (b)ν = 0.1.

Table 1
Estimated convergence ratep for error, assuming Error∼ (�x)p.
The caseµ fixed is forV = 0.5,D = 0.001,µ= 0.001 and the
caseν fixed is forV = 0.25,D = 0.0001,ν = 0.1

µ fixed ν fixed

Quickest with downwind 3.03 2.18

Quickest with fictitious point 1.39 1.49

Quickest with Leonard 1.01 1.28

Quickest with Lax–Wendroff 3.04 2.18

Lax–Wendroff 1.98 1.32

For instance, for the Lax–Wendroff scheme on the refinement path forµ fixed,�t = O(�x2), we have

T nj = 1

6
V�x2

(
1− V 2µ2�x

2

D2
− 6µ

)
Un
x3(xj )+ · · · , (30)

so that the truncation error is second order. Of course the truncation error still has to be related to the
error and that can introduce changes in the convergence rate.

On the refinement path forν fixed,�t = O(�x), the truncation error for the Lax–Wendroff scheme is

T nj = 1

6
V�x2

(
1− ν2 − Dν

V�x

)
Un
x3(xj )+ · · · (31)
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and it is only first order. This refinement path cannot be continued to�x → 0 because it corresponds to
µ→ ∞ and at some point the stability boundary will be passed and there will be no stable solutions for
smaller values of�x. The refinement path,µ fixed, can be continued to�x → 0 since it corresponds to
ν → 0 which does not pass a stability boundary.

Doing a similar analysis for the Quickest scheme, from (29) we can infer that the truncation error for
the Quickest scheme (boundary conditions are not taken into account), should be second order for the
refinement path withµ fixed, but only first order for the refinement path withν fixed. Of course in our
examples, since we are in the presence of numerical boundary conditions, relevant differences between
the order of accuracy of the truncation error and the global error occur as we observe in Fig. 12 and
Table 1.

The behaviour of the error is illustrated for two refinement paths. In Fig. 12(a) the refinement path
for µ= 0.001, withV = 0.5 andD = 0.001 shows that the practical convergence rate for the Quickest
scheme with the different numerical boundary conditions can vary betweenp = 1 andp = 3. The Lax–
Wendroff scheme is very close to its theoretical second order convergence. Of course the practical
convergence rate has to be offset against the practical stability region. In Fig. 12(b) the refinement
path forν = 0.1, with V = 0.25 andD = 0.0001 is illustrated for values of�x where the solution is
stable. As expected from the discussion of truncation errors, the best convergence rate forν fixed, is
nearly one power less than for the refinement path withµ fixed, for both Lax–Wendroff and Quickest
schemes.

It is evident that there are some gains in accuracy by using the numerical boundary conditions
described in Sections 3.2 and 3.3. We notice too in Fig. 12(a) that there is an advantage to Quickest
schemes compared with Lax–Wendroff when convection is dominant, that is,µ is small.

7. Conclusion

We have studied constant velocity convection diffusion on half line in order to examine how a higher-
order finite difference scheme can be implemented and proper account taken of numerical boundary
conditions. Lax–Wendroff is a very good scheme but if accuracy is a concern then a higher-order
scheme like Quickest is very important but so is the treatment of points adjacent to a boundary. The
stability regions are substantially affected by the numerical boundary conditions and in the cases we have
examined they can be determined quite accurately by using a von Neumann analysis associated with the
spectral radius and matrix analysis. When we choose the downwind third difference numerical boundary
condition (Section 3.2) or a Lax–Wendroff boundary condition (Section 3.3) we maintain a good accuracy
but we loose some stability. When we require a large region of stability, the numerical boundary condition
involving a fictitious point (Section 3.4) seems to be a very good choice. Further work to generalise these
results to multidimensional problems is in progress.
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