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Abstract

In this review we present different techniques for obtaining stability limits for a finite

difference scheme––the forward-time and space-centered numerical scheme applied to

the convection–diffusion equation. A survey of past attempts to state stability condi-

tions for this scheme illustrates the difficulties in stability analysis that arise as soon as a

scheme becomes more complex and illuminates the concepts of necessary and sufficient

conditions for stability.
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1. Introduction

Stability is an essential concern when one is studying the convergence of a

numerical scheme and it is often very difficult to obtain stability limits for a

numerical scheme. When we are getting stability conditions for a numerical

scheme, it is crucial to know whether they are necessary, sufficient, or necessary

and sufficient stability conditions, since misunderstandings concerning this

point can easily lead to mistaken conclusions, as we shall see later.

The study of the stability of the forward-time centered-space numerical

scheme applied to the convection–diffusion equation (also called the central
scheme) starts in 1964 with the work of Fromm [1]. Fromm applied the von

Neumann analysis and derived stability limits for the two-dimensional vorticity

transport equation. For the sake of clarity, in this paper we shall instead

present the corresponding results for a one-dimensional problem. While trying

to obtain the stability limits Fromm committed a mistake that led him to derive
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sufficient stability conditions that were not necessary ones. Nevertheless, these

were assumed by Fromm and others to be both necessary and sufficient con-
ditions for stability and therefore needlessly restrictive conditions were taken in

the literature to be the correct necessary and sufficient conditions.

Four years later, in 1968, Hirt [2] derived stability conditions based on the

examination of truncation errors and the CFL condition. These techniques

only give us necessary conditions for stability, although it was later proven that

the conditions obtained by Hirt were in fact stability limits that are both

necessary and sufficient.

In 1972, Roache [3] presented the analyses of Fromm and Hirt in a textbook
chapter, assuming wrongly that Fromm�s analysis provides necessary and

sufficient conditions for stability whereas Hirt�s provides conditions that are

only necessary. Following this publication, a considerable number of articles

repeated the error of taking Fromm�s stability limits to be necessary and suf-

ficient conditions (for instance, [4–6]).

In 1978 Siemieniuch and Gladwell [7] applied the criterion of the spectral

radius for stability and arrived at completely different conditions from those of

Fromm and Hirt. This difference is not surprising since the spectral radius of
the matrix iteration only gives us necessary conditions for stability.

One year later, in 1979, Rigal [8] used von Neumann analysis and gave a

geometrical proof to derive the stability limits. Rigal obtained the correct limits,

and these were proven to be necessary for stability. In 1981, Clancy [9] obtained

the same stability limits by using the von Neumann analysis and an analytical

approach, but could only prove that they are sufficient for stability. It is only in

1984 that Hindmarsh et al. [10] used the von Neumann analysis to finally prove

that the correct limits are necessary and sufficient stability conditions.
Although it might have been expected that these results would have clarified

the confusion, we nevertheless find recent papers, such as Weinan and Liu [11]

in 1994, presenting sufficient conditions and wrongly assuming that they imply

the correct necessary and sufficient stability conditions.

The content of the paper is organised as follows. In Section 2 we introduce

the model problem, the central numerical scheme and a short summary about

the relation between convergence and stability. In Section 3 we give an over-

view of the different tools for stability analysis that were considered by the
different authors and in Section 4 we give the detailed historical review that

includes the main proofs to achieve stability conditions.
2. Model problem and finite difference scheme

Consider the linear convection–diffusion equation
ou
ot

ðx; tÞ þ V
ou
ox

ðx; tÞ ¼ D
o2u
ox2

ðx; tÞ; x > 0; t > 0; ð1Þ
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which describes the convection and the diffusion of a function uðx; tÞ. The

convection velocity V > 0 and the diffusion D > 0 are assumed constant.
Suppose Eq. (1) is subject to the initial condition
uðx; 0Þ ¼ u0ðxÞ; x > 0; ð2Þ
and to the boundary condition,
uð0; tÞ ¼ 0; t > 0: ð3Þ
Solutions of this equation are bounded and otherwise well behaved. We assume

this problem is properly posed from the outset, in such a way that existence and

uniqueness of solutions are ensured under physically reasonable assumptions.

Suppose we have approximations Un
j to the values uðxj; tnÞ at the mesh

points
xj ¼ jDx; j 2 N and tn ¼ nDt; n 2 N;
where Dx is the space step and Dt denotes the time step.

We use the usual central and second difference operators,
D0Uj :¼
1

2
ðUjþ1 � Uj�1Þ and d2Uj :¼ Ujþ1 � 2Uj þ Uj�1:
Assume that the initial value problem (1), (2) is approximated by the central

numerical scheme
Unþ1
j ¼ Un

j � mD0Un
j þ ld2Un

j ; ð4Þ
where
m ¼ V Dt
Dx

; l ¼ DDt
Dx2

:

The questions about stability and accuracy of a finite difference method are

directly related to the convergence property of the numerical method as stated

in the important Lax equivalence theorem.

Before enunciate the Lax equivalence theorem firstly we give the definitions
of stability and consistency for the finite difference scheme (4).
Definition 2.1. The finite difference method (4) is called stable in the norm k � k
if there exist constants K and c such that
kUnk6KecnDtkU 0k ¼ KectnkU 0k;
where tn ¼ nDt, and K > 0 and c are independent of the space step and time

step.
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Definition 2.2. The finite difference scheme (4) is consistent up to time T0 in the

norm k � k with Eq. (1) if the actual solution u to the initial value problem (1)–
(3) satisfies
unþ1
j ¼ ½1 � mD0 þ ld2
unj þ DtT n;
where unj ¼ uðjDx; nDtÞ, kT nk6 sðDxÞ, nDt < T0 and sðDxÞ ! 0 as Dt ! 0. Here

is assumed that Dx is defined in terms of Dt and goes to zero with Dt.

Theorem 2.3 (Lax Equivalence Theorem (see [13])). Given a properly posed
initial-value problem for a linear partial differential equation and a linear finite
difference approximation to it that satisfies the consistency condition, stability is
the necessary and sufficient condition for convergence.
3. Stability analysis––necessary and sufficient conditions

In this section we give an overview of three tools that can be used to prove

stability of a numerical finite difference scheme: von Neumann analysis, CFL

condition and the matrix method.

3.1. von Neumann stability analysis

The von Neumann (Fourier) method is the most well-known classical

method to determine necessary and sufficient stability conditions. If we assume

periodic boundary conditions the von Neumann analysis is based on the de-

composition of the numerical solution into a Fourier series as
Un
j ¼

XN
p¼�N

jn
pe

inpðjDxÞ
where i ¼
ffiffiffiffiffiffiffi
�1

p
, jn

p is the amplification factor of the pth harmonic and

np ¼ ðppÞ=ðNDxÞ. The product npDx is often called the phase angle:
h ¼ npDx
and covers the domain ½�p; p
 in steps of p=N . The region around h ¼ 0 cor-

responds to the low frequencies while the region h ¼ p is associated with the

high frequencies. In particular, the value h ¼ p corresponds to the highest

frequency resolvable on the mesh, namely the frequency of wavelength 2Dx.
Considering a single mode, jneijh, its time evolution is determined by the

same numerical scheme as the complete numerical solution Un
j . Hence inserting

a representation of this form into a numerical scheme we obtain a stability

condition by imposing an upper bound to the amplification factor, j.
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Definition 3.1. The amplification factor is said to satisfy the von Neumann
condition if there is a constant K such that
jjðnÞj6 1 þ KDt 8n 2 R: ð5Þ
Consider a function U defined in a discrete set of points xj ¼ jDx, Uj ¼ UðjDxÞ.
The Euclidean or l2-norm is defined to be kUk2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j DxU

2
j

q
: We have the

following theorem, the proof of which can be found for instance in [12]:

Theorem 3.2. A two level linear finite difference method is stable in the l2-norm if
and only if the von Neumann condition is satisfied.

However, for some problems the presence of the arbitrary constant in (5) is too

generous for practical purposes, although being adequate for eventual con-

vergence in the limit Dt ! 0. In practice, the inequality (5) is substituted by the

following stronger condition:
jjðnÞj6 1 8n 2 R; ð6Þ
or in terms of the phase angle,
jjðhÞj6 1 8h 2 ½�p; p
: ð7Þ
This has been called practical stability by Richtmyer and Morton [13] or strict

stability by other authors. In some cases condition (5) allows numerical modes
to grow exponentially in time for finite values of Dt. Therefore, the practical, or

strict, stability condition (6) is recommended in order to prevent numerical

modes from growing faster than the physical modes of the differential equation.

3.2. The CFL stability condition

The CFL condition is named after Courant, Friedrichs and Lewy. They used

finite difference methods as an analytic tool for proving the existence of solu-

tions of certain partial differential equations––see [14] and later the English
translation [15]. It was in this paper that the concept of stability was first in-

troduced. The idea is to define a sequence of approximate solutions using finite

difference equations, prove that they converge as the grid is refined, and then

show that the limit function must satisfy the partial differential equation giving

the existence of a solution. When proving the convergence of this sequence they

recognized a necessary condition for stability of the numerical method since

what they were looking for is what we look for when trying to find a stable

method.
CFL stability condition. A numerical method can be convergent only if its

numerical domain of dependence contains the true domain of dependence of

the partial differential equation, at least in the limit as Dt and Dx go to zero.
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Recall the definition of domain of dependence of a partial differential

equation: Suppose we have a fixed point ðx; tÞ in space and time and that the
solution at this point, uðx; tÞ, depends only of the initial solution u0 at m
particular points. The set of these m points is called the domain of dependence.

The numerical domain of dependence of a method can be defined in a similar

manner as the set of points where the initial data can possibly affect the nu-

merical solution at a point ðxj; tnÞ.
Note that the CFL condition is only a necessary condition for stability and

not necessarily sufficient.

3.3. The matrix method

The explicit method we are considering can be written in the form of a

matrix iteration, where the nodal points are Un
j , j ¼ 1; . . . ;N . We assume that

we have Dirichlet boundary conditions, this is,
Un
0 ¼ Un

Nþ1 ¼ 0 8n: ð8Þ
The choice of this outflow boundary is motivated by the fact that we assume

that the exact solution goes to zero when x goes to infinity.

Introducing the vector Un ¼ fUn
1 ; . . . ;U

n
Ng

T
, the scheme may be written as a

matrix equation
Unþ1 ¼ AUn; n ¼ 0; 1; 2; . . . ; ð9Þ
where A is an N � N matrix.

Any errors En in a calculation based on (9) will grow according to
Enþ1 ¼ AEn; n ¼ 0; 1; 2; . . . ; ð10Þ
where En ¼ un � Un with un, Un the exact and numerical solutions of (9), re-

spectively, at t ¼ nDt.
Given A 2 RN�N denote the spectral radius of A by qðAÞ and the L2-norm of

the matrix A by kAk. We recall that
kAk ¼ qðAÞ if A 2 RN�N is normal:
It is well known that for any A 2 RN�N ,
Am ! 0 as m ! 1 if and only if qðAÞ < 1;
and that
qðAÞ6 kAk:
A simple criterion for regulating the error growth governed by (10) is given by
qðAÞ6 1: ð11Þ
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When the matrix A is not normal the spectral radius gives no indication of the

magnitude of En for finite n. In this case a condition of the form qðAÞ < 1
guarantees eventual decay of the solution, but does not control the interme-

diate growth of the solution. Then, it is easy to understand that the condition

(11) is a necessary condition for stability but not always sufficient.
4. The historical events

Stability analysis is often tricky and difficult. The history of attempts to state
stability conditions for the central scheme (4) illustrates some of the difficulties

that appears in stability analysis.

A first von Neumann stability condition for the central scheme was derived

in 1964 in a paper by Fromm [1] when determining the stability limits for the

two-dimensional vorticity transport equation. What follows is the one-di-

mensional equivalent of Fromm�s two-dimensional result. Their derivation

contains an important error, but in the two-dimensional setting there is also a

second distinct error in Fromm�s analysis. Before elucidating how the mistake
was made, we present Fromm�s proof.

Fromm stability analysis (1964). A stability condition for the central scheme is

given by
m6 2l6 1: ð12Þ
Fromm used von Neumann analysis to determine the stability limits. Consider
the amplification factor associated with the central scheme (4),
jðhÞ ¼ 1 � im sin h þ 2lðcos h � 1Þ; �p6 h6 p: ð13Þ
Let us define f , such as, f ðhÞ ¼ jjðhÞj2. Then
f ðhÞ ¼ ½1 þ 2lðcos h � 1Þ
2 þ m2 sin2 h: ð14Þ
We seek a maximum of f in terms of cos h. Thus
df
dðcos hÞ ¼ 4l þ 8l2ðcos h � 1Þ � 2m2 cos h and

d2f

dðcos hÞ2
¼ 8l2 � 2m2:
Note that a maximum occurs only if 8l2 � 2m2 < 0, that is, if m > 2l. The
maximum or minimum occurs for
cos h ¼ 2lð1 � 2lÞ
m2 � 4l2

ð15Þ
or, substituting (15) in (14), for
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f ðhÞ ¼ m2ðm2 þ 1 � 4lÞ
m2 � 4l2

: ð16Þ
The condition of (7) together with (16) thus implies m2 � 4l2
6 0. For m > 2l,

this condition cannot be met; hence we conclude that we must first have
m6 2l: ð17Þ
While no maximum occur if (17) is satisfied, we must still consider the end

values of cos h. Thus if cos h ¼ 1, then f ðhÞ ¼ 1 and stability is indicated. While

cos h ¼ �1 we arrive at the condition
2l6 1: ð18Þ
We therefore have the stability condition specified in (12).

Note that Fromm does a very basic error, when substitutes cos h in f , re-

spectively defined by (15) and (14), obtaining (16) and seek the maximum of

this function with the only restriction, m > 2l. When we seek the maximum of f
in terms of cos h and we get (16), this is only a valid step for l; m such that

j cos hj6 1. Since at this stage of the proof we were assuming m > 2l we can

easily check that j cos hj6 1 if and only if m2 P 2l. In that case, for the set

fðl; mÞ : m > 2l; m2
6 2lg, see Fig. 1, nothing can be inferred from (16).

The condition (12), displayed in Fig. 2, was many times reported in the
literature as a necessary and sufficient condition, although it is only a sufficient

condition for stability. When condition (17) is imposed, this is a sufficient

condition to have f ðhÞ6 1.

Four years later in 1968, Hirt derived necessary stability conditions for the

central scheme but did not mention Fromm�s paper. The method used, was
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Fig. 2. Fromm�s stability analysis (1964).
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based on the examination of a certain kind of truncation errors and also on the

application of the CFL stability condition mentioned in Section 2.2.

Hirt’s stability analysis (1968). The stability conditions are
2l6 1; 2lP m2: ð19Þ
Consider each term in (4) as a continuous function of x and t. For example,

consider Un
jþ1 as denoting Uðxþ Dx; tÞ, that is, the solution approximating

uðxþ Dx; tÞ. Replace U by u and expand each term of (4) in a Taylor series
about the point ðx; tÞ to obtain
ou
ot

þ V
ou
ox

� D
o2u
ox2

¼ � 1

2
Dt

o2u
ot2

þ OðDx2;Dt2Þ: ð20Þ
Thus, (20) is approximated by keeping only the lowest-order even and odd

derivative terms, which are
1

2
Dt

o2u
ot2

þ ou
ot

þ V
ou
ox

� D
o2u
ox2

¼ 0: ð21Þ
It is significant that (21) is not identical to (1). In fact, it is the difference be-

tween these equations that accounts for the computational instabilities of (4).

To see this, recall that the difference equation propagates information into a

region bounded by lines whose slopes are
dx
dt

¼ �Dx
Dt

:

The Dt term in (21) makes the equation hyperbolic with characteristic lines

whose slopes are
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dx
dt

¼ � 2D
Dt

� �1=2

:

If the difference equation is to have solutions approximating those of (21), then

its region of influence must include the region of influence of (21)––see CFL

stability condition.

The necessary condition is
2D
Dt

6
Dx
Dt

� �2

: ð22Þ
The condition (22) is identical to the first stability condition in (19).

The second stability condition is also obtained from (21), if the term pro-

portional to Dt is rewritten. From (20) we find that
o2u
ot2

¼ V 2 o
2u
ox2

� 2VD
o3u
ox3

þ D2 o
4u
ox4

¼ 0: ð23Þ
Combining (23) and (21), and neglecting terms of second order in Dt,
ou
ot

þ V
ou
ox

¼ D
�

� 1

2
V 2Dt

�
o2u
ox2

þ VDDt
o3u
ox3

� 1

2
D2Dt

o4u
ox4

: ð24Þ
The last two terms in (24) can be dropped, as before, since they are high-order
derivatives, so that
ou
ot

þ V
ou
ox

¼ D
�

� 1

2
V 2Dt

�
o2u
ox2

: ð25Þ
Comparing this result with (1) we now find there is an additional diffusion term.

When (25) has a negative coefficient it has solutions that grow exponentially in

time. For non-growing solutions, stable solutions, it is necessary that
DP
1

2
V 2Dt: ð26Þ
This is the second condition in (19).

Hirt also wrote that a study of (13) shows that the magnitude of j is less

than unity for all n if the two conditions in (19) are satisfied. However, no

proof was given involving the amplification factor. The necessary conditions

derived by Hirt are displayed in Fig. 3 and as we shall see later these are the

correct necessary and sufficient stability limits. For a graphical illustration of

the mistake of Fromm compare Figs. 1–3.

Four years later in 1972 Roache [3] compiles in a book chapter, Fromm�s
analysis and Hirt�s analysis. He writes that if the condition m6 2l is combined
with the diffusion restriction 2l6 1, the result is m2

6 2l. In fact the first ones

imply the third one but they are not equivalent. Additionally he mentioned that

the conditions obtained by Fromm are necessary and sufficient stability con-
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Fig. 3. Hirt�s necessary stability conditions (1968).
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ditions and those obtained by Hirt�s are only necessary conditions. He wrote:

‘‘This analysis (talking about Hirt�s analysis) does not uncover the condition

m6 2l, and is therefore seen to provide necessary but not sufficient conditions

for stability of the model advection–diffusion equation’’. As we have seen Hirt
only assures that the conditions obtained are necessary for stability and

Fromm only arrived to sufficient conditions. Neither were proved to be nec-

essary and sufficient conditions.

The numerical stability of Fromm�s method is many times mentioned in the

literature as to involve a restriction on mesh size which cannot always be met,

for practical reasons––see for instance [4]. Also Marshall [5] in 1974 gave a

linear stability analysis of the central scheme that is the same as Fromm�s,
although his article does not explain how the linear stability conditions are
derived. In 1976, Chien [6] wrote a paper which recommends an approach

where, unlike with Fromm�s analysis, there is no apparent stability limitations

on grid size and time step. Consequently, the main advantage of Chien�s ap-

proach loses its interest once it is compared with the right stability limits.

In an investigation of the stability of the explicit central differenced con-

vection–diffusion equation, in 1978 Siemieniuch and Gladwell [7] applied a

matrix method with a criterion on the spectral radius for stability. This analysis

only lead us to necessary conditions as clarified in Section 2.3.

Siemieniuch and Gladwell stability analysis (1978). The stability conditions are
0 < l <
1

1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � a2

p ; a6 1;

0 < l6
1

a2
; a P 1;

8><
>: ð27Þ
where a ¼ m=ð2lÞ.
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The criterion of the spectral radius qðAÞ6 1 is used to determine the stability

limits.
The N � N matrix A ¼ ðai;jÞ associated with the central scheme, for Dirichlet

conditions, is a tridiagonal matrix with entries given by
ai;i ¼ 1 � 2l; i ¼ 1; . . . ;N ;

ai;i�1 ¼ l þ m=2; i ¼ 2; . . . ;N ;

ai;iþ1 ¼ l � m=2; i ¼ 1; . . . ;N � 1:
We have, for a ¼ m=2l, that the eigenvalues kjðAÞ are
kjðAÞ ¼ 1 � 2l þ 2l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 � a2Þ

p
cosðjp=ðN þ 1ÞÞ; j ¼ 1; . . . ;N ; ð28Þ
and all the eigenvalues are lower than one in modulus, if �16 kjðAÞ6 1. Since

the maximum and minimum values of kjðAÞ are obtained when cosine is )1 or 1
we have two conditions, when kj is real,
�16 1 � 2lð1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � a2

p
Þ and 1 � 2lð1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � a2

p
Þ6 1:
That is,
0 < l6
1

1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � a2

p for a6 1:
If a > 1, the eigenvalues (28) are complex and the condition jkjðAÞj < 1 is

satisfied for
ð1 � 2lÞ2 þ 4l2ða2 � 1Þ < 1
or
0 < l6
1

a2
for a > 1:
For a ¼ 1, we have a multiple eigenvalue kjðAÞ ¼ 1 � 2l, leading to the con-

dition l < 1. Then, we have the condition (27). We plot these conditions in Fig. 4.

The conditions derived by Siemieniuch and Gladwell [7] are clearly distinct

from the stability conditions obtained by Hirt [2] or Fromm [1]. Siemieniuch

and Gladwell [7] did some numerical experiments but did not explain the

discrepancies they observed between their derived stability limits and the in-

accuracy or instability of their computed results. The conditions they derived

are only necessary conditions for stability and therefore they describe a region

where instabilities may still occur.

Rigal in 1979 gave a proof based in the geometrical interpretation of the
amplification factor and as Hirt, Rigal presents the right stability limits only

proving they are necessary conditions for stability.
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Fig. 4. Siemieniuch and Gladwell stability analysis (1978).
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Rigal stability analysis (1979). Consider the amplification factor, jðhÞ, (13). To

guarantee the stability of the scheme we write suph2½�p;p
 jjðhÞj
2
6 1 for,
jjðhÞj2 ¼ ½1 � 2l þ 2l cos h
2 þ m2 sin2 h: ð29Þ
We can obtain the result geometrically: from (29) we deduce that jjðhÞj2 de-

scribes, in the complex plane, the upper half of an ellipse E with centre

ð1 � 2l; 0Þ and semi-axes 2l and m, when h belongs to ½0; p
. Then the stability

condition prescribes that E is contained within the unit-circle C––see Fig. 5.

For the x-axis we have a first condition
2l6 1: ð30Þ
Then we write the cartesian equations of the circle C and the ellipse E as
x2 þ y2 ¼ 1;
ðx� 1 þ 2lÞ2

4l2
þ y2

m2
¼ 1: ð31Þ
We prescribe that they have only one intersection, the point Bð1; 0Þ, to imply

that there is no intersection between the two curves next to this point. Elimi-

nating y between the two equations (31) we obtain
x ¼ 1 or x ¼ ð1 � lÞm2 þ 4l2

m2 � 4l2
and y2 ¼ 1 � x2:
We must have xP 1 otherwise an intersection point with y2
6 1 � x2 would

exist. Hence we should have
m2
6 2l: ð32Þ
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Fig. 5. Polar diagram illustrating the amplification factor. If the ellipse lies entirely on and within

the unit circle, the numerical scheme is stable.
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Consequently (30) and (32) are the conditions such that the Fourier compo-

nents and therefore the amplitude errors will be bounded.

Note that if we observe Fig. 5 we can easily see that Fromm�s condition,

m6 2l6 1, is a sufficient condition for stability.

In 1980 two papers appear commenting the paper of Siemieniuch and

Gladwell, one by Griffiths et al. [16] and the other one by Morton [17]. Griffiths

et al. explains how the stability techniques used in Siemieniuch and Gladwell

have certain ambiguities in the control of the error growth. Morton clarifies

that most of the stability analysis done by Siemieniuch and Gladwell was based
in the matrix method and an associated concept of stability, which can be

misleading in both theory and practice for such problems.

Also in 1980 Leonard [18] gave a geometrical interpretation similar to Rigal

proving that the condition 2l6 1 is a necessary condition for stability and that

m2
6 2l is a sufficient stability condition.

Clancy in 1981 proves correct stability limits to be sufficient conditions for

stability. Although Hirt and Rigal presented also the correct limits, they were

only proved to be necessary for stability.

Clancy’s stability analysis (1981). The complex amplification factor for the

central scheme (4) is given by (13), whose magnitude must be everywhere less

than or equal to one for the numerical scheme to be stable.
Setting jjðhÞj2 6 1 yields
�4lð1 � cos hÞ þ 4l2ð1 � cos hÞ2 þ m2ð1 � cos hÞð1 þ cos hÞ6 0: ð33Þ
For h ¼ 0 the inequality (33) is satisfied for all m and l. For h 6¼ 0 we divide

through by 4lð1 � cos hÞ to obtain
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l

�
þ m2

4l

�
þ
�
� l þ m2

4l

�
cos h6 1: ð34Þ
To investigate the stability of the scheme using (34) two cases must be identified

depending on the sign of the term multiplying cos h:

Case I. Suppose m2=ð4lÞ � l6 0. Then we have m2
6 4l2. Assuming that the

left-hand side of (34) will be a maximum for h ¼ p. Thus, (34) will be satisfied
for all h if
l þ m2

4l
þ l � m2

4l
6 1
or l6 1=2.

Case II. Suppose m2=ð4lÞ � l P 0. This is precisely the case Fromm did not

take in consideration carefully. Under this assumption the left-hand side of (34)

approaches a maximum as h approaches zero. Thus (34) will be satisfied for all

h if
l þ m2

4l
� l þ m2

4l
6 1
or m2
6 2l. Furthermore, from our assumption in Case II we have 4l2 < m

which along with m2
6 2l yields l6 1=2.

Hindmarsh et al. in 1984 appears to be the first to have proved that the

stability conditions are simultaneously necessary and sufficient conditions.

They give a theorem for a multidimensional convection–diffusion equation,
that we present here for the one-dimensional case.

Hindmarsh et al. stability analysis (1984). The amplificator factor for the

scheme (4) is given by (13). From (13), we have
jjðhÞj2 ¼ 1½ � 2lð1 � cos hÞ
2 þ m sin h½ 
2: ð35Þ
Necessary condition. We are given jjðhÞj2 6 1 for all h 2 ½�p; p
. For the case of

h ¼ p, we have
jjðpÞj2 ¼ 1ð � 4lÞ2
6 1;
and this requires that 2l6 1. For the limiting case h ! 0, we can write
jjðhÞj2 ¼ 1

�
� 2l

h2

2
þ Oðh4Þ

2

þ ½mh þ Oðh3Þ
2

¼ 1 � 2lh2 þ m2h2 þ Oðh4Þ:
Neglecting high-order terms
jjðhÞj2 ¼ 1 � h2ð2l � m2Þ:
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Thus, in order to have jjðhÞj2 6 1, 2l � m2 must be non-negative and then we

must have m2
6 2l.

Sufficient condition. Now assume that we have the conditions
2l6 1; ð36Þ

m2

2l
6 1: ð37Þ
For l > 0, for arbitrary h, and using (37), we have
m2 sin2 h ¼ m2

2l
2l sin2 h6 2l sin2 h: ð38Þ
Inserting (38) into (35), and denoting 1 � cos h by z, we have
jjðhÞj2 6 ð1 � 2lzÞ2 þ 2l½1 � ð1 � zÞ2
 ¼ 1 � 2lz2 þ 4l2z2; ð39Þ
and using condition (36), then 4l2z2
6 2lz2. It follows that jjðhÞj2 6 1.

Thompson [19] in 1985 by using the same stability criteria as Fromm�s, the

examination of the critical points of the amplification factor, clarifies that the

Fromm�s main mistake in one and two dimensions was to introduce an unreal

set of solutions by changing the independent variable from h to cos h.

Although, concerning the stability analysis of the central scheme for the
convection–diffusion equation, it might have been expected that from 1984

onwards the confusion has been clarified, we nevertheless find in a more recent

paper by Weinan and Liu [11] in 1996 some inaccurate affirmations.

Weinan and Liu [11] write: ‘‘This scheme is stable only under the constraint
Dt
V 2

2D

�
þ 2D

Dx2

�
< 1: ð40Þ
Therefore, we must have
DDt
Dx2

<
1

2
; Dt <

2D
V 2

:’’ ð41Þ
Condition (40) can be written as
m2

2l
þ 2l < 1 ð42Þ
and we plot it in Fig. 6. This is not the correct stability region. Furthermore
from a more restrictive condition (40) they derive a less restrictive condition

(41), being the latter a necessary condition to obtain the former but not a

sufficient condition.
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Fig. 6. Weinan et al. stability analysis (1996).
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5. Conclusion

The aims of this article were as follows. First, to illustrate the difficulties that

can arise in stability analysis. Second, to present different analytic approaches
available for obtaining stability conditions. Third, to emphasize the impor-

tance of having a full understanding of whether the conditions obtained are

sufficient, necessary, or necessary and sufficient for stability.
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