NUMERICAL SOLUTION OF A MODEL FOR TURBULENT DIFFUSION
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A model is considered for turbulent diffusion which consists of a Riesz space fractional derivative to describe the turbulent phenomenon and also includes advection and classical diffusion. We present a first order explicit numerical method and a second order implicit numerical method to solve our problem and prove convergence results for both methods, including the derivation of stability constraints needed for the explicit numerical method to converge. In the end, to give some insights into the phenomenon of turbulent diffusion described by the Riesz fractional derivative, we show the behavior of the solution when we consider a Gaussian initial condition.
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1. The Model Problem
Turbulence is difficult to define exactly, but there are several important characteristics that turbulent flows possess. These characteristics include unpredictability, rapid diffusivity and dissipation of kinetic energy.

Turbulent diffusion is a complex process that is very efficient at mixing pollutants in the natural environment thereby reducing the concentrations of potentially harmful contaminants to safe levels [Madja & Kramer, 1999; Roberts & Webster, 2002]. Despite many years of research, it is still poorly understood, and can only be rather crudely predicted in many cases. Demands for more reliable predictions, and predictions of quantities that have received little attention in the past are now increasing. These demands are also driven by the increase of applications of diffusion theory in new areas, where there is the need to quantify and predict, for example, instantaneous peak concentrations, intermittency of concentration fluctuations, the durations of concentration bursts and many other characteristics. Additionally, in several areas of diffusion research, there has been a rapid development of instrumentation techniques in the laboratory and the field. These have improved our ability to measure concentration fields enormously over the past ten years. The challenge now is to incorporate these new data into improved understanding and improved mathematical models of turbulent diffusion. The nonlocal nature of relative diffusion has stimulated the search for transport equations that differ significantly from conventional diffusive description.

A form of a diffusion equation that reflects the nonlocal character of transport and at the same time has a close relation to the conventional diffusion equation is given by [Bakunin, 2004, 2008]

\[ \frac{\partial u}{\partial t}(x, t) = \int_{-\infty}^{+\infty} G(x - \xi) u(\xi, t) d\xi, \quad (1) \]

for a kernel function \( G(x) \). The Fourier representation of the diffusion equation (1) is of the form

\[ \frac{\partial \hat{u}(k, t)}{\partial t} = \hat{G}(k) \hat{u}(k, t), \quad (2) \]
which indicates the absence of memory effects for the Fourier harmonics. Here, we assume the function \( u \) is defined in \( \mathbb{R} \) and \( \hat{G}(k) \) and \( \hat{u}(k, t) \) are the Fourier transforms of the functions \( G(x) \) and \( u(x, t) \) with respect to the variable \( x \).

If \( \hat{G}(k) = -Dk^2 \) the Fourier representation corresponds to the classical diffusion equation, where \( D \) is the conventional diffusion coefficient. However, the kernel function describing turbulent diffusion is given by [Bakunin, 2004; Chen, 2006; del-Castillo-Negrete et al., 2005]

\[
\hat{G}(k) = -e^{1/3} |k|^{2/3},
\]

where \( \epsilon \) is the mean energy dissipation rate. This representation is consistent with the approximation derived by Richardson under the assumption [Chukbar, 1993] that

\[
\hat{G}(k) = -D(k) k^2
\]

where the dependence \( D(k) \) is given by [Boffetta & Sokolov, 2002]

\[
D(k) = e^{1/3} |k|^{-4/3}.
\]

Using the fact that the Fourier transform of the function \( \hat{G} \), can be interpreted in terms of fractional derivatives that have been used lately to describe nonlocality effects, an approximate solution of a problem describing turbulence is derived. The relation of this approach to the Lévy dynamics can be seen in [Shlesinger et al., 1987; Shlesinger et al., 1993] and the relation between Lévy dynamics and fractional derivatives is discussed, for instance, in [Zaslavsky, 2002].

We have the diffusion equation in Fourier representation given by

\[
\frac{\partial \hat{u}(k, t)}{\partial t} = -e^{1/3} |k|^{2/3} \hat{u}(k, t).
\]

Now, if we apply the inverse Fourier transform we have

\[
\frac{\partial u(x, t)}{\partial t} = e^{1/3} \mathcal{F}^{-1}[-|k|^{2/3} \hat{u}(k, t)].
\]

Let us define a symmetric fractional derivative, through an inverse Fourier transform, that is,

\[
\frac{\partial^\gamma}{\partial |x|^{\gamma}} (x, t) = \mathcal{F}^{-1}[-|k|^\gamma \hat{u}(k, t)],
\]

for \( \gamma > 0 \), that can be defined for a sufficiently well-behaved function \( u(x, t) \), \( x \in \mathbb{R} \). Therefore, from Eq. (4) we obtain

\[
\frac{\partial u(x, t)}{\partial t} = e^{1/3} \frac{\partial^2}{\partial |x|^{2}} u(x, t).
\]

To discuss the form of the symmetric fractional derivative let us recall the usual way of representing the fractional derivative which is given by the Riemann–Liouville formula.

The Riemann–Liouville fractional derivatives of order \( \gamma \), for \( n - 1 < \gamma \leq n \), of a function \( u(x, t) \), for \( x \in [a, b], -\infty \leq a < b \leq \infty \), are defined by [Podlubny, 1999]

\[
\frac{\partial^\gamma}{\partial x^\gamma} u(x, t) = \frac{1}{\Gamma(n-\gamma)} \frac{\partial^n}{\partial x^n} \int_a^x (x-\xi)^{n-\gamma-1} u(\xi, t) d\xi,
\]

\[
\gamma = [\gamma] + 1, \quad x > a,
\]

\[
\frac{\partial^\gamma}{\partial (-x)^\gamma} u(x, t) = \frac{(-1)^n}{\Gamma(n-\gamma)} \frac{\partial^n}{\partial (-x)^n} \int_x^\infty (\xi-x)^{n-\gamma-1} u(\xi, t) d\xi,
\]

\[
\gamma = [\gamma] + 1, \quad x < b,
\]

where \( \Gamma(\cdot) \) is the Gamma function and \( [\cdot] \) denotes the integer part of \( a \). Another way to represent the fractional derivatives is by the Grünwald–Letnikov formula, for \( \gamma > 0 \), that is,

\[
\frac{\partial^\gamma}{\partial x^\gamma} u(x, t) = \lim_{\Delta x \to 0} \frac{1}{\Delta x^\gamma} \sum_{k=0}^{\gamma} (-1)^k \binom{\gamma}{k} u(x-k\Delta x, t),
\]

\[
\frac{\partial^\gamma}{\partial (-x)^\gamma} u(x, t) = \lim_{\Delta x \to 0} \frac{1}{\Delta x^\gamma} \sum_{k=0}^{\gamma} (-1)^k \binom{\gamma}{k} u(x+k\Delta x, t),
\]

In our particular case, these definitions will be equivalent, since we assume the function \( u \) is defined in the whole real line, it is regular enough and verifies \( \lim_{|x|\to\infty} u(x, t) = 0 \).

Now, we define the symmetric fractional derivative for \( 0 < \gamma < 1 \). Let us first note that the Fourier transform of the left and right derivatives are given by

\[
\mathcal{F} \left[ \frac{\partial^\gamma}{\partial |x|^{\gamma}} u(x, t) \right] = (-ik)^\gamma \hat{u}(k, t),
\]

\[
\gamma > 0,
\]

\[
\mathcal{F} \left[ \frac{\partial^\gamma}{\partial (-x)^{\gamma}} u(x, t) \right] = (ik)^\gamma \hat{u}(k, t),
\]
and since
\[ (-i)^\gamma = |k|^\gamma e^{-i\gamma \arg(k)/2}, \]
\[ (i)^\gamma = |k|^\gamma e^{i\gamma \arg(k)/2}, \]
then
\[ -|k|^\gamma \hat{u}(k,t) = \frac{1}{2 \cos \left( \frac{\pi \gamma}{2} \right)} \left[ (-i)^\gamma \hat{u}(k,t) + (i)^\gamma \hat{u}(k,t) \right]. \]

We can conclude that
\[ F^{-1}[-|k|^\gamma \hat{u}(k,t)] = \frac{1}{2 \cos \left( \frac{\pi \gamma}{2} \right)} \left[ \frac{\partial^\gamma u}{\partial |x|^\gamma}(x,t) + \frac{\partial^\gamma u}{\partial (-|x|)^\gamma}(x,t) \right]. \]

Therefore, the symmetric fractional space derivative can be written in terms of the left and right Riemann–Liouville derivatives as,
\[ \frac{\partial^\gamma u}{\partial |x|^\gamma}(x,t) = -\frac{1}{2 \cos \left( \frac{\pi \gamma}{2} \right)} \left[ \frac{\partial^\gamma u}{\partial |x|^\gamma}(x,t) + \frac{\partial^\gamma u}{\partial (-|x|)^\gamma}(x,t) \right], \gamma \neq 1. \] (12)

This is called the Riesz derivative [Ortigueira, 2006; Samko et al., 1993; Zaslavsky, 2002].

If additionally to the anomalous diffusion in turbulence we want to have models that reflect intermittency, we need to add classical diffusion [Chen, 2006; Porta et al., 2001], that is,
\[ \frac{\partial u}{\partial t}(x,t) = d_1 \frac{\partial^\gamma u}{\partial |x|^\gamma}(x,t) + d_2 \frac{\partial^\gamma u}{\partial (-|x|)^\gamma}(x,t). \]

A survey on the existence of work on intermittency can be seen in [Sreenivasan & Antonia, 1997]. To include the transport of fluids we consider the more general model with a constant velocity field \( V \) [Chen & Deem, 2001; Majda & Kramer, 1999], that is,
\[ \frac{\partial u}{\partial t}(x,t) = -V \frac{\partial u}{\partial x}(x,t) + d_1 \frac{\partial^\gamma u}{\partial |x|^\gamma}(x,t) + d_2 \frac{\partial^\gamma u}{\partial (-|x|)^\gamma}(x,t). \] (13)

As discussed in [Cushman-Reison, 2008] turbulent diffusion can be seen as random advection. Note also that for this equation, the kernel function in (2) is given by
\[ \hat{G}(k) = (ivk - d_1 |k|^{-\gamma} - d_2 k^2)\hat{u}(k,t). \]

Instead of analyzing only the important case \( \gamma = 2/3 \), we will consider the more general case \( 0 < \gamma < 1 \).

2. Approximate Solutions

Let us consider the equation in the form
\[ \frac{\partial u}{\partial t}(x,t) = -V \frac{\partial u}{\partial x}(x,t) + d_1 \frac{\partial^\gamma u}{\partial |x|^\gamma}(x,t) + d_2 \frac{\partial^\gamma u}{\partial (-|x|)^\gamma}(x,t), \] (14)

where \( V, d_1, d_2 > 0 \) and in general we assume \( 0 < \gamma < 1 \) and in particular we consider \( \gamma = 2/3 \). The problem is defined in the domain \( \mathbb{R} \) with an initial condition
\[ u(x,0) = f(x), \quad x \in \mathbb{R} \] (15)

and boundary conditions
\[ \lim_{x \to -\infty} u(x,t) = 0 \quad \text{and} \quad \lim_{x \to \infty} u(x,t) = 0. \] (16)

In this section we develop numerical methods for the problem (14)-(16). To derive the numerical methods we suppose there are approximations \( U^n := (U^n_j) \) to the values \( U(x_j, t_n) \) at the mesh points
\[ x_j = j \Delta x, \quad j \in \mathbb{Z} \quad \text{and} \quad t_n = n \Delta t, \quad n \geq 0, \]
where \( \Delta x \) denotes the uniform space step and \( \Delta t \) the uniform time step. In the next sections we derive a first order explicit numerical method and a second order implicit numerical method. The first order numerical method considers the well known first order discretization derived from the Grünwald–Letnikov formula. The second order implicit numerical method uses a new second order discretization, derived following similar ideas to the ones presented in [Diethelm et al., 2004; Li et al., 2011; Sousa, 2012a, 2012b]. Additionally, we discuss the order of convergence of the new discretization and present some results on the stability of both numerical methods.

2.1. A first order explicit method

Discrete approximations to the fractional derivatives are defined from the Grünwald–Letnikov
formulae, for all $\gamma > 0$, respectively as
\[
\left( \frac{\partial^\gamma u}{\partial x^\gamma} \right)_j^n = \frac{1}{\Delta x^\gamma} \sum_{k=0}^{\infty} g_h U^n_{j-k} + O(\Delta x),
\]
\[
\left( \frac{\partial^\gamma u}{\partial (-x)^\gamma} \right)_j^n = \frac{1}{\Delta x^\gamma} \sum_{k=0}^{\infty} g_h U^n_{j+k} + O(\Delta x),
\]
where
\[
g_h = (-1)^k \binom{\gamma}{k} = (-1)^k \frac{\gamma(\gamma - 1) \cdots (\gamma - k + 1)}{k!} = \frac{\Gamma(k - \gamma)}{\Gamma(-\gamma)\Gamma(k + 1)}.
\]

This approach is first order accurate as discussed in [Lubich, 1986; Podlubny, 1999; Li & Zeng, 2012].

We plot, in Fig. 1, the coefficients $g_h$ for $\gamma = 2/3$. We observe that $g_0 = 1$ and $g_k \leq 0$ for all $k \geq 1$. Additionally we have that $|g_{k+1}| \leq |g_k|$, for all $k$. Note that, since the coefficients $g_h$ verify
\[
(1 - z)^\gamma = \sum_{k=0}^{\infty} g_h z^h,
\]
we have
\[
\sum_{k=0}^{\infty} g_h (-1)^k = 2^\gamma \quad \text{and} \quad \sum_{k=0}^{\infty} g_h = 0.
\]

Let us define $\mu_1 = \frac{\Delta t}{\Delta x} \gamma$, $\mu_2 = \frac{\Delta t}{\Delta x} 2\gamma$ and $\nu = \frac{\Delta t}{\Delta x}$ and the differential operators
\[
\delta^\gamma U^n_j = U^n_{j+1} - 2U^n_j + U^n_{j-1},
\]
\[
\Delta^\gamma U^n_j = U^n_j - U^n_{j+1} - U^n_{j-1}.
\]

An explicit finite difference approximation for the turbulent diffusion equation (14) is given by
\[
U^{n+1}_j = U^n_j - \nu \Delta^\gamma U^n_j + \mu_1^\gamma U^n_j + \mu_2^\gamma \delta^\gamma U^n_j.
\]

2.2. A second order implicit method

We now derive a second order approximation for the left and right fractional derivatives in order to obtain in the end of the section an implicit second order numerical method. Consider first the left derivative, that is,
\[
\frac{\partial^\gamma u(x, t)}{\partial x} = \frac{1}{\Gamma(1-\gamma)} \frac{\partial}{\partial x} \int_{-\infty}^{x} u(\xi, t)(x - \xi)^{-\gamma} d\xi,
\]
\[
0 < \gamma < 1.
\]

We consider the discretization domain $x_j = j \Delta x$, $j \in \mathbb{Z}$. Let
\[
\mathcal{T}_j^\gamma(x) = \frac{1}{\Gamma(1-\gamma)} \int_{-\infty}^{x} u(\xi, t)(x - \xi)^{-\gamma} d\xi,
\]
Fig. 1. Coefficients $g_h$ for $\gamma = 2/3$. We have $g_0 = 1$; $g_1 = -\gamma$; $g_2 = \gamma(\gamma - 1)/2$; $g_k \leq 0$, for all $k \geq 1$. 1350166-4
First, the following approximation at \( x_j \) is done,

\[
\frac{d}{dx} T^\gamma_j(x_j) \approx \frac{1}{2\Delta x} [T^\gamma_{j+1}(x_{j+1}) - T^\gamma_j(x_{j-1})].
\]  

(25)

Secondly, we compute these integrals by approximating the function \( u \) by a linear spline \( s_j(\xi) \), whose nodes and knots are chosen at \( x_k \), \( k \leq j \). Similar approaches have been done in [Diethelm et al., 2004; Li et al., 2011; Sousa, 2012a, 2012b]. Therefore, an approximation to (24) becomes

\[
I^\gamma_j(x_j) = \frac{1}{T(1-\gamma)} \int_\infty^{x_j} s_j(\xi)(x_j - \xi)^{-\gamma} d\xi,
\]

(26)

where the spline \( s_j(\xi) \) interpolates \( \{u(x_k, t) : k \leq j\} \) in the interval \((-\infty, x_j]\) and is of the form

\[ s_j(\xi) = \sum_{k=-\infty}^{j} u(x_k, t)s_{j,k}(\xi), \]

(27)

with \( s_{j,k}(\xi) \), in each interval \([x_{k-1}, x_{k+1}]\), for \( k \leq j-1 \), given by

\[ s_{j,k}(\xi) = \begin{cases} \frac{\xi-x_{k-1}}{x_k-x_{k-1}} & x_{k-1} \leq \xi \leq x_k \\ \frac{x_{k+1}-\xi}{x_{k+1}-x_k} & x_k \leq \xi \leq x_{k+1} \\ 0 & \text{otherwise.} \end{cases} \]

and for \( k = j \) in the interval \([x_{j-1}, x_j] \), \( s_{j,j}(\xi) \) is of the form

\[ s_{j,j}(\xi) = \begin{cases} \frac{\xi-x_{j-1}}{x_j-x_{j-1}} & x_{j-1} \leq \xi \leq x_j \\ 0 & \text{otherwise.} \end{cases} \]

We obtain,

\[
I^\gamma_j(x_j) = \frac{1}{(2-\gamma)(1-\gamma)T(1-\gamma)} \Delta x^{1-\gamma} \times \sum_{k=-\infty}^{j} u(x_k, t)a_{j,k},
\]

(28)

where the \( a_{j,k} \) are defined by

\[ a_{j,k} = \begin{cases} (j-k+1)^{2-\gamma} - 2(j-k)^{2-\gamma} \\ + (j-k-1)^{2-\gamma}, & k \leq j-1 \\ 1, & k = j. \end{cases} \]

(29)

Therefore, we have

\[
\frac{d}{dx} T^\gamma_j(x_j) \approx \frac{1}{2\Delta x} [I^\gamma_j(x_{j+1}) - I^\gamma_j(x_{j-1})]
\]

\[
= \frac{\Delta x^{1-\gamma}}{2\Delta x T(3-\gamma)} \left[ \sum_{k=-\infty}^{j-1} u(x_k, t)a_{j+1,k} - \sum_{k=-\infty}^{j-1} u(x_k, t)a_{j-1,k} \right].
\]

Finally, an approximation to (23) is given by

\[ \delta^\gamma_t u(x_j, t) = \frac{1}{2T(3-\gamma)} \sum_{k=-\infty}^{j+1} b_{j,k} u(x_k, t), \]

(30)

for

\[ b_{j,k} = a_{j+1,k} - a_{j-1,k}, \quad k \leq j-1 \]

\[ b_{j,j} = a_{j+1,j} \]

(31)

\[ b_{j,j+1} = a_{j+1,j+1}. \]

Let us rewrite the previous fractional operator. For that, let us define,

\[ a_m = \begin{cases} (m+1)^{2-\gamma} - 2m^{2-\gamma} + (m-1)^{2-\gamma}, & m \geq 1 \\ 1, & m = 0 \end{cases} \]

(32)

and

\[ b_m = \begin{cases} a_{m+1} - a_{m-1}, & m \geq 1 \\ a_1, & m = 0 \\ a_0, & m = -1. \end{cases} \]

(33)

We can rewrite the fractional operator in the following way,

\[ \delta^\gamma_t u(x_j, t) = \frac{1}{2T(3-\gamma)} \sum_{m=-\infty}^{\infty} b_m u(x_{j-m}, t). \]

(34)

Similarly we can derive the right Riemann–Liouville derivative approximation to obtain,

\[ \delta^\gamma_t u(x_j, t) = \frac{1}{2T(3-\gamma)} \sum_{m=-\infty}^{\infty} b_m u(x_{j+m}, t). \]

(35)

We denote

\[ \Delta^\gamma_t u(x_j, t) = -\frac{1}{2\cos \left( \frac{\pi}{2} \right)} [\delta^\gamma_t u(x_j, t) + \delta^\gamma_t u(x_j, t)]. \]
We plot, in Fig. 2, the coefficients $b_m$ for $\gamma = 2/3$. We have $b_{-1} = 1$, $b_0 = 2^{2-\gamma} - 2$ and $b_m \leq 0$ for all $m \geq 1$. Additionally we have that $|b_{m+1}| \leq |b_m|$, for all $m \geq 1$.

Let us define the central difference operator

$$\Delta_j U_j^n = \frac{1}{2} (U_{j+1}^n - U_{j-1}^n).$$

An implicit finite difference approximation for the turbulent diffusion equation is given by

$$\left[ 1 - \frac{1}{2} (-\nu \Delta_0 + \mu_1 \Delta_1^2 + \mu_2 \Delta_2^2) \right] U_{j+1}^n = \left[ 1 + \frac{1}{2} (-\nu \Delta_0 + \mu_1 \Delta_1^2 + \mu_2 \Delta_2^2) \right] U_j^n.$$  \hspace{1cm} (36)

### 2.3. Convergence analysis

In order to discuss the convergence of the numerical methods we study their consistency and numerical stability. We start with the consistency, which guarantees that the difference formulas converge to the differential equation as $\Delta t$ and $\Delta x$ go to zero. Then we derive under which conditions the solution is numerically stable, that is, the conditions which guarantee the error stays bounded and does not grow to be much larger during calculations.

To state the consistency, we start to prove that the approximations given by (34) and (35) are second order accurate. We prove this result only for the approximation of the left Riemann–Liouville derivative (34) since it is then straightforward to conclude that a similar result is valid for the approximation of the right Riemann–Liouville derivative (35).

For a clear presentation, we omit the variable $t$ in the next lemma and theorem and we denote the partial derivative of $u$ in $x$ of order $r$ by $u^{(r)}$.

**Lemma 1.** Let $u \in C^3(\mathbb{R})$. For $\xi \in [x_{k-1}, x_k]$,

$$u(\xi) - s_{j,k}(\xi) = -\frac{1}{2} u^{(2)}(\xi) l_{k,j}^x(\xi) - \frac{1}{6} u^{(3)}(\eta_k) l_{k,j}^x(\xi),$$

where $|l_{k,j}^x(\xi)| \leq \Delta x^r$, $r = 2, 3$.

**Proof.** For $\xi \in [x_{k-1}, x_k]$,

$$u(\xi) - s_{j,k}(\xi) = u(\xi) - \frac{x_k - \xi}{\Delta x} u(x_{k-1}) - \frac{\xi - x_k - 1}{\Delta x} u(x_k).$$

Using Taylor expansions, we obtain

$$u(\xi) - s_{j,k}(\xi) = -\frac{1}{2} u^{(2)}(\xi) l_{k,j}^x(\xi) - \frac{1}{6} u^{(3)}(\eta_k) l_{k,j}^x(\xi),$$

where $l_{k,j}^x(\xi)$ are functions which depend on $\Delta x$ and $x_k$, given by

$$l_{k,j}^x(\xi) = \frac{x_k - \xi}{\Delta x}(x_k - \xi - \Delta x)^r - \frac{\xi - x_k + \Delta x}{\Delta x}(x_k - \xi - \Delta x)^r$$

$$- (x_k - \xi)^r + \sum_{r=0}^{p-1} \binom{r}{p} (x_k - \xi)^{p+1} \times (-1)^{r-p} \Delta x^{r-p-1}. \hspace{1cm} (37)$$

$$= (x_k - \xi)^r + \sum_{r=0}^{p-1} \binom{r}{p} (x_k - \xi)^{p+1} \times (-1)^{r-p} \Delta x^{r-p-1}. \hspace{1cm} (38)$$
It is easy to conclude that \(|u_r(\xi)| \leq \Delta x^r\) for \(\xi \in [x_{j-1}, x_j]\).

**Theorem 2** (Order of Accuracy of the Approximation for the Left Fractional Derivative). Let \(u \in C^3([R])\) and such that, the third-order derivative, \(u^{(3)}\), has compact support. We have that
\[
\frac{\partial^\gamma u}{\partial x^\gamma}(x_j) - \frac{\partial^\gamma u}{\partial x^\gamma}(x_{j-1}) = \epsilon_1(x_j) + \epsilon_2(x_j),
\]
where
\[
|\epsilon_1(x_j)| \leq C_1 \Delta x^2, \quad |\epsilon_2(x_j)| \leq C_2 \Delta x^2,
\]
and \(C_1\) and \(C_2\) are independent of \(\Delta x\).

**Proof.** We start to note that we have
\[
\frac{\partial^\gamma u}{\partial x^\gamma}(x_j) = \frac{\partial}{\partial x} (I_j^\gamma (x_{j+1}) - I_j^\gamma (x_{j-1})) + \epsilon_1(x_j),
\]
where \(\epsilon_1(x_j) = O(\Delta x^2)\).

Let us now define the error \(E(x_j)\), such that,
\[
2I_j^\gamma (x_{j+1}) - I_j^\gamma (x_{j-1}) = I_j^\gamma (x_{j+1}) - I_j^\gamma (x_{j-1}) + \frac{1}{1(1-\gamma)} E(x_j),
\]
where \(I_j^\gamma\) and \(I_j^\gamma\) are defined in (24) and (26) respectively. We have
\[
\frac{\partial^\gamma u}{\partial x^\gamma}(x_j) = \frac{1}{2\Delta x} [I_j^\gamma (x_{j+1}) - I_j^\gamma (x_{j-1})]
+ \frac{1}{1(1-\gamma)} \frac{1}{2\Delta x} E(x_j) + \epsilon_1(x_j),
\]
that is
\[
\frac{\partial^\gamma u}{\partial x^\gamma}(x_j) = \frac{1}{2\Delta x} I_j^\gamma (x_{j+1}) + \epsilon_1(x_j) + \epsilon_2(x_j),
\]
where
\[
\epsilon_2(x_j) = \frac{1}{1(1-\gamma)} \frac{1}{2\Delta x} E(x_j).
\]
From (39) the error \(E(x_j)\) is given by
\[
E(x_j) = \sum_{k=-\infty}^{j+1} \int_{x_{j-k}}^{x_{j-k}} (u(\xi) - s_{j+1,k}(\xi))
\times (x_{j+1} - \xi)^{-\gamma} d\xi.
\]
Taking in consideration the previous lemma, we can write \(E(x_j)\) as,
\[
E(x_j) = \frac{1}{2} E_2(x_j) - \frac{1}{6} E_3(x_j),
\]
where \(E_2(x_j)\) and \(E_3(x_j)\) are defined as follows,
\[
E_2(x_j) = \sum_{k=-\infty}^{j+1} \int_{x_{j-k}}^{x_{j+1}} \frac{1}{2} u(\xi) u^{(2)}(\xi)(x_{j+1} - \xi)^{-\gamma} d\xi,
\]
\[
- \sum_{k=-\infty}^{j-1} \int_{x_{j-k}}^{x_{j-1}} l_k(\xi) u^{(2)}(\xi)(x_{j-1} - \xi)^{-\gamma} d\xi,
\]
\[
E_3(x_j) = \sum_{k=-\infty}^{j+1} u^{(3)}(\xi) \int_{x_{j-k}}^{x_{j+1}} l_k(\xi)(x_{j+1} - \xi)^{-\gamma} d\xi,
\]
\[
+ \sum_{k=-\infty}^{j-1} u^{(3)}(\xi) \int_{x_{j-k}}^{x_{j-1}} l_k(\xi)(x_{j-1} - \xi)^{-\gamma} d\xi.
\]
For \(E_2(x_j)\) by changing variables, we obtain
\[
E_2(x_j) = \sum_{k=-\infty}^{j+1} \int_{x_{j-k}}^{x_{j+1}} \frac{1}{2} u(\xi) u^{(2)}(\xi + \Delta x)
\times (x_j - \xi)^{-\gamma} d\xi,
\]
\[
- \sum_{k=-\infty}^{j-1} \int_{x_{j-k}}^{x_{j-1}} l_k(\xi) u^{(2)}(\xi - \Delta x)
\times (x_j - \xi)^{-\gamma} d\xi,
\]
that is,
\[
E_2(x_j) = \sum_{k=-\infty}^{j+1} \int_{x_{j-k}}^{x_{j+1}} l_k(\xi)
\times [u^{(2)}(\xi + \Delta x) - u^{(2)}(\xi - \Delta x)]
\times (x_j - \xi)^{-\gamma} d\xi.
\]
Then we obtain,

$$E_2(x_j) = 2\Delta x \sum_{k=N_a+1}^{j} \int_{x_{k-1}}^{x_k} l_{k,2}(\xi) u_x(\xi) d\xi$$

$$\times (x_j - \xi)^{-\gamma} d\xi, \quad \xi \in [x_{k-1}, x_k].$$

Thus we have

$$\left| E_2(x_j) \right| \leq 2\Delta x \| u_x(\xi) \|_{\infty} \sum_{k=N_a+1}^{j} |\epsilon_{j,k,2}|,$$

where

$$\epsilon_{j,k,2} = \int_{x_{k-1}}^{x_k} l_{k,2}(\xi) (x_j - \xi)^{-\gamma} d\xi.$$

Since, by Lemma 1,

$$|\epsilon_{j,k,2}| \leq \Delta x^2 \int_{x_{k-1}}^{x_k} (x_j - \xi)^{-\gamma} d\xi$$

and

$$\int_{x_k}^{x_j} (x_j - \xi)^{-\gamma} d\xi = \frac{1}{1 - \gamma} (x_j - x_a)^{1 - \gamma},$$

we have

$$\left| E_2(x_j) \right| \leq \frac{2\Delta x^3}{(1 - \gamma)} \| u_x(\xi) \|_{\infty} (x_j - x_a)^{1 - \gamma}. \quad (44)$$

For $E_2(x_j)$, we bound each integral of (43) separately. For the first integral we have

$$\sum_{k=N_a+1}^{j} u_x^{(3)}(\eta_k) \int_{x_{k-1}}^{x_k} l_{k,3}(\xi)(x_{j+1} - \xi)^{-\gamma} d\xi$$

$$\leq \Delta x \| u_x(\xi) \|_{\infty} \sum_{k=N_a+1}^{j} \int_{x_{k-1}}^{x_k} (x_{j+1} - \xi)^{-\gamma} d\xi$$

$$= \frac{\Delta x^3}{1 - \gamma} \| u_x(\xi) \|_{\infty} (x_{j+1} - x_a)^{1 - \gamma}.$$

Therefore, since $(a + b)^p \leq |a|^p + |b|^p$ for $0 < p \leq 1$, we have

$$\sum_{k=N_a+1}^{j} u_x^{(3)}(\eta_k) \int_{x_{k-1}}^{x_k} l_{k,3}(\xi)(x_{j+1} - \xi)^{-\gamma} d\xi$$

$$\leq \frac{\Delta x^3}{1 - \gamma} \| u_x(\xi) \|_{\infty} ((x_j - x_a)^{1 - \gamma} + \Delta x^{1 - \gamma}).$$

Similarly, for the second integral

$$\sum_{k=N_a+1}^{j} u_x^{(3)}(\eta_k) \int_{x_{k-1}}^{x_k} l_{k,3}(\xi)(x_{j-1} - \xi)^{-\gamma} d\xi$$

$$\leq \frac{\Delta x^3}{1 - \gamma} \| u_x(\xi) \|_{\infty} ((x_j - x_a)^{1 - \gamma} + \Delta x^{1 - \gamma}).$$

Finally, we have

$$\left| E_2(x_j) \right| \leq \frac{2\Delta x^3}{1 - \gamma} \| u_x(\xi) \|_{\infty} (x_j - x_a)^{1 - \gamma}$$

$$+ \frac{2\Delta x^{4 - \gamma}}{1 - \gamma} \| u^{(3)}(\xi) \|_{\infty}. \quad (45)$$

From (44) and (45) it is easy to conclude that the error $E(x_j)$ defined by (41) is of order $O(\Delta x^3)$ and therefore the $e_2(x_j)$ is of order $O(\Delta x^3)$, for $0 < \gamma < 1$. \quad \blacksquare

**Remark.** If we consider the fractional derivative of a function $u$ defined in $[a, b]$ and such that $u \in C^3([a, b])$ with $u^{(3)}(a) = 0$ for $x = 0, 1, 2$, it is easy to conclude that the previous result still holds, since we can consider an extension $\tilde{u}$ to $\mathbb{R}$, such that $\tilde{u} \in C^3(\mathbb{R})$ with $\tilde{u}(x) = u(x)$, for $x \in [a, b]$ and zero otherwise.

**Remark.** For a function $u$ with derivatives until order two are not zero at the boundaries, let us analyze the additional error we would get theoretically, with this type of discretization. Consider the error $E(x_j)$ defined in (41) through the errors (42) and (43), for a bounded domain, where now $x_j = a + j\Delta x$. We have,

$$E_2(x_j) = \sum_{k=1}^{j+1} \int_{x_{k-1}}^{x_k} l_{k,2}(\xi) u_x^{(2)}(\xi)(x_{j+1} - \xi)^{-\gamma} d\xi$$

$$- \sum_{k=1}^{j+1} \int_{x_{k-1}}^{x_k} l_{k,2}(\xi) u_x^{(2)}(\xi)(x_{j-1} - \xi)^{-\gamma} d\xi$$

$$+ \sum_{k=0}^{j} \int_{x_{k-1}}^{x_k} l_{k,2}(\xi) u_x^{(2)}(\xi + \Delta x)(x_j - \xi)^{-\gamma} d\xi$$

$$- \sum_{k=0}^{j} \int_{x_{k-1}}^{x_k} l_{k,2}(\xi) u_x^{(2)}(\xi - \Delta x)(x_j - \xi)^{-\gamma} d\xi.$$
Therefore,

$$E_2(x_i) = e_2^+(x_i) + \sum_{k=0}^{j} \int_{x_k}^{x_{k+1}} l_{2,2}(\xi) u^{(2)}(\xi + \Delta x) \, d\xi,$$

$$- u^{(2)}(\xi - \Delta x)(x_j - \xi)^{-\gamma} \, d\xi,$$

where

$$e_2^+(x_i) = \sum_{k=0}^{j} \int_{x_k}^{x_{k+1}} l_{2,2}(\xi) u^{(2)}(\xi + \Delta x) \, d\xi.$$

The different order of accuracy, for this case, can come from the error $e_2^+(x_i)$, since for the second term we need to discuss is $e_2^+(x_i)$. We have that

$$|e_2^+(x_i)| \leq \Delta x^{1-\gamma} \frac{2-\gamma}{1 - \gamma} \max_{x_k \leq \xi \leq x_{k+1}} |u^{(2)}(\xi)|;$$

$$|e_2^+(x_i)| \leq \Delta x^{1-\gamma} \frac{2}{(j - 1)^{\gamma}} \max_{x_k \leq \xi \leq x_{k+1}} |u^{(2)}(\xi)|,$$

for $j \geq 2$.

Therefore, in addition to the orders of the errors stated in the previous theorem we would have an order related to this term of $\Delta x^{2-\gamma}$. Note that if $u^{(2)}$ is small enough near the boundary, we have second order accuracy. Additionally the order of accuracy will be very close to two for values of $\gamma$ close to 0. Note also that for the discrete points far away from the boundary the error $e_2^+(x_i)$ can be significantly smaller.

Now, the consistency comes straightforward from the fact that the approximation of the derivatives is consistent. Let $u = u(x, t)$ be the exact solution. The truncation errors for the explicit and implicit numerical methods are respectively given by

$$T_k^n = \frac{u_{n+1}^j - u_0^n}{\Delta t} + V \frac{u_0^n - u_0^{n-1}}{\Delta x} - d_s \frac{\Delta x}{\Delta x^2} u_0^n - d_s \frac{u_{n+1}^j - 2u_0^n - u_{n-1}^j}{\Delta x^2}$$

$$= \left( \frac{\partial u}{\partial t} \right)_j + \mathcal{O}(\Delta t) + V \left( \frac{\partial u}{\partial x} \right)_j + \mathcal{O}(\Delta x)$$

and

$$T_j^n = \frac{w_{n+1}^j - w_0^j}{\Delta t} + V \frac{w_0^j - w_1^j}{2\Delta x} (\Delta u_{n+1}^j - \Delta u_0^j)$$

$$- \frac{1}{2} \left( \frac{d_j}{\Delta x} (\Delta^2 u_{n+1}^j + \Delta^2 u_0^j) - \frac{d_2}{\Delta x^2} (\Delta^2 u_{n+1}^j + \Delta^2 u_0^j) \right)$$

We have

$$T_k^n = \mathcal{O}(\Delta t) + \mathcal{O}(\Delta x),$$

$$T_j^n = \mathcal{O}(\Delta t) + \mathcal{O}(\Delta x^2).$$

In order to derive stability conditions for the finite difference schemes, we apply the von Neumann analysis. If $u^n_0$ is the exact solution $u(x, t_0)$, let $U^n_0$ be a perturbation of $u_0^n$. The perturbation error

$$e^n_0 = U^n_0 - u^n_0$$

will be propagated forward in time according to the equations respectively

$$e_{n+1}^j = e^n_0 - \nu \Delta \xi \, e^n_0 + \mu \Delta \xi \, e^n_0 + \mu \Delta \xi \, e^j_0 + \mu^2 \Delta \xi \, e_{n+1}^j,$$

$$\left[ 1 - \frac{1}{2} (\nu \Delta \xi + \mu \Delta \xi^2 + \mu^2 \Delta \xi^2) \right] e_{n+1}^j = \left[ 1 + \frac{1}{2} (\nu \Delta \xi + \mu \Delta \xi^2 + \mu^2 \Delta \xi^2) \right] e^n_0.$$
is the phase angle $\theta = \xi_p \Delta x$ and covers the domain $[-\pi, \pi]$.

Considering a single mode $\kappa^0 e^{i\theta^0}$, its time evolution is determined by the same numerical scheme as the error $e^0$. By inserting a representation of this form into a numerical scheme we obtain stability conditions. The stability conditions will be satisfied if the amplitude factor $\kappa$ does not grow in time, that is, if we have $|\kappa(\theta)| \leq 1$, for all $\theta$.

The next theorem concerns the explicit numerical method that, as expected, is conditionally stable.

**Theorem 3.** A necessary stability condition for the explicit numerical method (22) is

$$\nu + 2\mu_3 + \frac{1}{2^{1-\gamma} \cos \left( \frac{\pi}{2^2} \right)} \mu_5 \leq 1. \quad (49)$$

**Proof.** If we insert the mode $\kappa^0 e^{i\theta^0}$ into (22) then

$$\kappa(\theta) = 1 - \nu(1 - e^{i\theta}) + \mu_2(e^{i\theta} - 2 + e^{-i\theta})$$

$$- \frac{\mu_5}{2 \cos \left( \frac{\pi}{2^2} \right)} \left[ \sum_{k=0}^{\infty} q_k e^{-ik\theta} + \sum_{k=0}^{\infty} q_k e^{ik\theta} \right].$$

Consequently, considering the phase angle $\theta = \pi$,

$$\kappa(\pi) = 1 - 2\nu - 4\mu_2 - \frac{\mu_5}{2 \cos \left( \frac{\pi}{2^2} \right)} \sum_{k=0}^{\infty} q_k (-1)^k$$

$$= 1 - 2\nu - 4\mu_2 - \frac{\mu_5}{2 \cos \left( \frac{\pi}{2^2} \right)} 2^{\gamma}.$$

Therefore $|\kappa(\pi)| \leq 1$ if and only if

$$\nu + 2\mu_3 + \frac{1}{2^{1-\gamma} \cos \left( \frac{\pi}{2^2} \right)} \mu_5 \leq 1. \quad \blacksquare$$

**Remark.** Note that for $V = 0$ and $d_2 = 0$ the stability condition for the resulting numerical method is

$$\mu_5 \leq 2^{1-\gamma} \cos \left( \frac{\pi}{2^2} \right). \quad (50)$$

Before proving the implicit numerical method is unconditionally stable we first present some results regarding the behavior of the coefficients $b_m$.

**Lemma 4.** The coefficient $b_m$ verifies:

(a) $|b_{m+1}| \leq |b_m|, \quad m \geq 1; \quad \lim_{m \to \infty} b_m = 0$;

(b) $\sum_{m=-1}^{\infty} b_m = 0$;

(c) $\sum_{m=-1}^{\infty} b_m (-1)^m = 0$.

(d) $\sum_{m=-1}^{\infty} b_m \cos (m\theta) \geq 0$, for all $0 \leq \theta \leq \pi$

The previous lemma can be easily proved. Note that, for $m \geq 2$ we have

$$b_m = (m + 2)^{2-\gamma} - 2(m + 1)^{2-\gamma} + 2(m - 1)^{2-\gamma} - (m - 2)^{2-\gamma}.$$

Therefore,

$$b_m = m^{2-\gamma} \left[ \left( 1 + \frac{2}{m} \right)^{2-\gamma} - 2 \left( 1 + \frac{1}{m} \right)^{2-\gamma} + 2 \left( 1 - \frac{1}{m} \right)^{2-\gamma} - \left( 1 - \frac{2}{m} \right)^{2-\gamma} \right]$$

$$= m^{2-\gamma} \left[ \sum_{k=0}^{\infty} \left( \frac{2 - \gamma}{k} \right) \left( \frac{2}{m} \right)^k - 2 \sum_{k=0}^{\infty} \left( \frac{2 - \gamma}{k} \right) \left( \frac{1}{m} \right)^k + 2 \sum_{k=0}^{\infty} \left( \frac{2 - \gamma}{k} \right) \left( \frac{1}{m} \right)^k - \sum_{k=0}^{\infty} \left( \frac{2 - \gamma}{k} \right) \left( \frac{2}{m} \right)^k \right].$$

Hence

$$b_m = m^{2-\gamma} \left[ \sum_{k=3}^{\infty} \left( \frac{2 - \gamma}{k} \right) \left( \frac{2}{m} \right)^k - 2 \sum_{k=3}^{\infty} \left( \frac{2 - \gamma}{k} \right) \left( \frac{1}{m} \right)^k + 2 \sum_{k=3}^{\infty} \left( \frac{2 - \gamma}{k} \right) \left( \frac{1}{m} \right)^k - \sum_{k=3}^{\infty} \left( \frac{2 - \gamma}{k} \right) \left( \frac{2}{m} \right)^k \right]$$

$$= m^{2-\gamma} \left[ (2 - \gamma)(1 - \gamma)(-\gamma)^2 \frac{2}{m^3} + \cdots \right] = \frac{1}{m^3} \left[ (2 - \gamma)(1 - \gamma)(-\gamma)^2 \frac{2}{m^3} + \cdots \right]. \quad (51)$$

Considering (51), and by noting $k$ even terms of the series cancel, the properties (a) can be easily obtained.
The condition (d) seems less straightforward. However, if we define the function $S(\theta)$ as

$$S(\theta) = \sum_{m=-\infty}^{\infty} b_m \cos(m\theta), \quad \text{for all } 0 \leq \theta \leq \pi,$$  

we observe $S(\theta)$ is continuous in $[0, \pi]$ and it is only zero for $\theta = 0$ and $\theta = \pi$. Since we obtain respectively (b) and (c). By noting that for $\theta = \pi/2$, the function $S$ is positive we can infer $S(\theta)$ is always positive. We plot in Fig. 3 the behavior of the function $S(\theta)$ that depends on $\gamma = 0.3$, $\gamma_2 = 2/3$ and $\gamma = 0.9$.

**Theorem 5.** The implicit numerical method (36) is unconditionally stable.

**Proof.** If we insert the mode $e^{i\gamma \theta}$ into (36) then

$$A = \frac{\nu}{2} (e^{i\gamma \theta} - e^{-i\gamma \theta}) + \mu_2 (e^{i\gamma \theta} - 2 + e^{-i\gamma \theta}) - \frac{\mu_3}{2} \cos \left( \frac{\gamma \pi}{2} \right) \left( \sum_{m=-\infty}^{\infty} b_m e^{-im\theta} + \sum_{m=-\infty}^{\infty} b_m e^{im\theta} \right).$$

If the real part of $A = \frac{\nu}{2} (e^{i\gamma \theta} - e^{-i\gamma \theta}) + \mu_2 (e^{i\gamma \theta} - 2 + e^{-i\gamma \theta}) - \frac{\mu_3}{2} \cos \left( \frac{\gamma \pi}{2} \right) \left( \sum_{m=-\infty}^{\infty} b_m e^{-im\theta} + \sum_{m=-\infty}^{\infty} b_m e^{im\theta} \right)$

is negative or zero then $|A(\theta)| \leq 1$. Since

$$A = -\nu \sin(\theta) \theta + 2 \mu_2 (\cos(\theta) - 1)$$

we consider the equation in the form

$$\frac{\partial u}{\partial t}(x, t) = -V \frac{\partial u}{\partial x}(x, t) + d_1 \frac{\partial^2 u}{\partial x^2}(x, t) + d_2 \frac{\partial^2 u}{\partial x^2}(x, t) + s(x, t),$$

where $V, d_1, d_2 > 0$ and in general we assume

$$0 < \gamma < 1.$$

The problem is defined in the domain $[0, 2]$ with an initial condition

$$u(x, 0) = x^3(2 - x)^l, \quad x \in [0, 2]$$

and boundary conditions

$$u(0, t) = 0 \quad \text{and} \quad u(2, t) = 0.$$
For the source term
\[ s(x,t) = e^{-|x^2|} \left( 2 - x^2 \right)^2 + 8V x^3 \left( 2 - x^3 \right) (1 - x) + 8d_t x^2 \left( 2 - x^2 \right) (6(1 - x)^2 - x(2 - x)) \]
\[
+ \frac{e^{-\frac{\mu}{2}}} {2 \cos \left( \frac{\mu t}{2} \right)} \sum_{p=0}^{4} (-1)^p 2^{2-p} \binom{4}{p} x^{2-p} \]
\[
\times \frac{\Gamma(p+5)} {\Gamma(p+5-\alpha)} \left( (x^p+\alpha) + (2-x)^p+\alpha \right),
\]
the exact solution, of the problem (53)-(55), is given by
\[ u(x,t) = e^{-x^2} (2-x)^4. \]

To implement the finite difference schemes we consider the mesh points
\[ x_j = x_0 + j \Delta x, \quad j = 0, 1, 2, \ldots, N \quad \text{and} \quad t_n = n \Delta t, \quad n \geq 0. \]

When implementing the numerical method we assume homogeneous boundary conditions
\[ U_0^t = U_N^t = 0, \quad \text{for all } n. \]

The numerical methods with source term are now respectively of the form
\[
U_{j}^{n+1} = U_{j}^{n} - \nu \Delta x U_{j}^{n} + \mu \Delta t U_{j}^{n} + \mu_2 \Delta t^2 U_{j}^{n}
+ \Delta t \left[ \frac{1}{2} \left( -\nu \Delta x_0 + \mu, \Delta x_0^2 + \mu_2 \Delta t^2 \right) U_{j}^{n+1}
+ \frac{1}{2} \left( \nu \Delta x_0 + \mu, \Delta x_0^2 + \mu_2 \Delta t^2 \right) U_{j}^{n}
+ \Delta t \left( \frac{1}{2} \left( \pm \nu \Delta x_0 + \mu, \Delta x_0^2 + \mu_2 \Delta t^2 \right) U_{j}^{n+1/2}ight) \right].
\]

To show the convergence of the numerical methods, we consider the \( L_{\infty} \) error, for an instant of time \( t = n \Delta t \), given by
\[
\max_j \left| u(x_j,t) - U^n_j \right|. \tag{58}
\]

In the next tables we present the results concerning the convergence rate of both numerical methods: the first order explicit numerical method and the second order implicit numerical method. In Tables 1 and 2 we show the results with only the turbulent diffusion, that is, we consider Eq. (53) with \( V = d_2 = 0 \) and \( d_1 \neq 0 \), whereas in Tables 3 and 4 we consider additionally the advective term and the classical diffusion term. For the explicit numerical method we take into consideration the stability condition (49).

In Table 1, since the results concern the case for only turbulent diffusion, that is, for \( \nu = \mu_2 = 0 \), the stability condition is given by (50). In Table 2 we have the implicit numerical method which is unconditionally stable.

In Table 3 we need to take into consideration the stability condition (49), which involves \( \nu, \mu_2, \mu_3 \). Although the stability condition was only proved to be a necessary condition, it is a very sharp condition. In Table 4 we present again the results for the implicit numerical method, which is unconditionally stable.

As expected the rate of convergence of the explicit numerical method in Tables 1 and 3 is one and the rate of convergence of the implicit numerical method in Tables 2 and 4 is two.

**Table 1.** \( L_{\infty} \) error at \( t = 1 \), for the explicit numerical method when \( d_1 = 1 \) and \( V = d_2 = 0 \). We consider \( \Delta t = 0.01 \Delta x \) and for these values we have \( \mu_2 \leq 0.008 \) which is according to the stability condition (56).

<table>
<thead>
<tr>
<th>( \Delta x )</th>
<th>( \gamma = 0.3 )</th>
<th>( \gamma = 2/3 )</th>
<th>( \gamma = 0.9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/50</td>
<td>0.2940 x 10^{-2}</td>
<td>0.2280 x 10^{-1}</td>
<td>0.9145 x 10^{-1}</td>
</tr>
<tr>
<td>2/500</td>
<td>0.3076 x 10^{-3}</td>
<td>0.2466 x 10^{-2}</td>
<td>0.1189 x 10^{-1}</td>
</tr>
<tr>
<td>Rate</td>
<td>0.98</td>
<td>0.97</td>
<td>0.89</td>
</tr>
</tbody>
</table>

**Table 2.** \( L_{\infty} \) error at \( t = 1 \), for the implicit numerical method when \( d_1 = 1 \) and \( V = d_2 = 0 \). We consider \( \Delta t = \Delta x \).

The numerical method is unconditionally stable.

<table>
<thead>
<tr>
<th>( \Delta x )</th>
<th>( \gamma = 0.3 )</th>
<th>( \gamma = 2/3 )</th>
<th>( \gamma = 0.9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/50</td>
<td>0.1332 x 10^{-2}</td>
<td>0.1431 x 10^{-1}</td>
<td>0.1417 x 10^{-2}</td>
</tr>
<tr>
<td>2/500</td>
<td>0.1326 x 10^{-4}</td>
<td>0.1424 x 10^{-4}</td>
<td>0.1396 x 10^{-4}</td>
</tr>
<tr>
<td>Rate</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \Delta x )</th>
<th>( \gamma = 0.3 )</th>
<th>( \gamma = 2/3 )</th>
<th>( \gamma = 0.9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/50</td>
<td>0.3324 x 10^{-2}</td>
<td>0.1878 x 10^{-1}</td>
<td>0.4702 x 10^{-1}</td>
</tr>
<tr>
<td>2/500</td>
<td>0.3676 x 10^{-3}</td>
<td>0.1141 x 10^{-2}</td>
<td>0.5245 x 10^{-2}</td>
</tr>
<tr>
<td>Rate</td>
<td>0.96</td>
<td>0.98</td>
<td>0.95</td>
</tr>
</tbody>
</table>
Table 4. L∞ error at t = 1, for the implicit numerical method when $d_1 = 1$, $V = 0.25$ and $d_2 = 0.5$. We consider $\Delta t$ such that $\nu = 0.1$. The numerical method is unconditionally stable.

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$\gamma = 0.3$</th>
<th>$\gamma = 2/3$</th>
<th>$\gamma = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/50</td>
<td>$0.6326 \times 10^{-3}$</td>
<td>$0.6999 \times 10^{-3}$</td>
<td>$0.7507 \times 10^{-3}$</td>
</tr>
<tr>
<td>2/500</td>
<td>$0.6372 \times 10^{-5}$</td>
<td>$0.7638 \times 10^{-5}$</td>
<td>$0.7530 \times 10^{-5}$</td>
</tr>
<tr>
<td>Rota</td>
<td>1.99</td>
<td>1.99</td>
<td>1.99</td>
</tr>
</tbody>
</table>

3. Physical Behavior

In this section we present the behavior of the solution for the problem which consists of Eq. (14) with the Gaussian initial condition

$$u(x, 0) = e^{-x^2/L^2},$$

where $L$ is a scale parameter, and boundary conditions

$$\lim_{|x| \to \infty} u(x, t) = 0.$$

This initial profile is many times used to observe the physical behavior of problems involving diffusive processes, see for instance [Hotta et al., 2012].

The physical problem do not have boundaries and therefore since the computational domain needs to be bounded, we consider the computational domain large enough, so we can assume the numerical boundary conditions homogeneous. More specifically, we consider the domain in $x$ to be the interval $[-M, M]$ for $M$ large enough, that is, $M$ is such that the condition $u(x, t) = 0$, for $|x| > M$, is a physical condition. In this way the numerical boundary conditions do not interfere with the accuracy of the numerical solution.

In Fig. 4, we display the behavior of the solution for the problem with only turbulent diffusion, that is, when we have $V = d_2 = 0$ and $d_1 \neq 0$, with $\gamma = 2/3$. Figure 4(a) shows how the solution evolves from the instant $t = 0$ until $t = 0.3$. Figure 4(b) shows the differences between assuming different values of $d_1$, namely $d_1 = 0.5$ and $d_1 = 1$.

In Fig. 5 we add some classical diffusion to the turbulent diffusion, that is, we consider $V = 0$, but $d_2 \neq 0$ and $d_1 \neq 0$. In Fig. 5(a), we show the effect of classical and turbulent diffusion separately and in Fig. 5(b) we show the effect when we have both diffusions.

In Fig. 6 we add the effect of the advective term. In Fig. 6(a), we show the behavior of the solution when $V$ increases and in Fig. 6(b) we show advection with turbulent diffusion and what happens with and without the advective term.

To end this section we also compare our equation with a super-diffusion equation, when subjected to the same initial and boundary conditions. We consider this problem since recently many applications have appeared where this type of diffusion is used as a model. We consider the equation

$$\frac{\partial u}{\partial t} = d_1 \frac{\partial^2 u}{\partial x^2} - \gamma x \frac{\partial u}{\partial x}, \quad 1 < \alpha < 2, \quad (59)$$

where we define the Riesz derivative in a similar way to what we have done for $0 < \gamma < 1$ in (12), but now for $1 < \alpha < 2$. The numerical solution
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(a) Solutions for the turbulent diffusion problem, that is, when $V = 0$, $d_2 = 0$ and $d_1 \neq 0$. The solutions are plotted at the instant $t = 0.3$ and for $\gamma = 2/3$. (a) Initial condition for $L = 0.1$ (---) and solution for $d_1 = 0.5$ (···) and solution for $d_1 = 1$ (—).
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(b) Solution for the turbulent diffusion problem, that is, when $V = 0$, $d_2 = 0$ and $d_1 \neq 0$. The solutions are plotted at the instant $t = 0.3$ and for $\gamma = 2/3$. (b) Initial condition for $L = 0.1$ (---) and solution for $d_1 = 0.5$ (···) and solution for $d_1 = 1$ (—).
Fig. 5. Solutions with no advective term, that is, for $V = 0$. The solutions are plotted at the instant $t = 0$.
(a) Solution for $d_\gamma = 0, d_2 = 1$ (---) and solution for $d_\gamma = 1, d_2 = 0$ (—) and (b) solution for $d_\gamma = 1, d_2 = 1$ (-·-).

Fig. 6. Solutions with and without advection at the instant $t = 0.3$ and for $\gamma = 2/3$: (a) Solution for $V = 0, d_1 = 0.5, d_2 = 0.5$ (---) and solution for $V = 3, d_1 = 0.5, d_2 = 0.5$ (—) and (b) solution with only turbulent diffusion, that is, $d_2 = 0$: for $V = 0, d_1 = 0.5$ (---) and for $V = 3, d_1 = 0.5$ (—).

Fig. 7. Turbulent diffusion versus super-diffusion at $t = 1$. (a) Turbulent diffusion: solution for $V = d_2 = 0$ and $d_\gamma = 1$ with $\gamma$ changing $\gamma = 0.3$ (---), $2/3$ (---), $0.9$ (---) and (b) super-diffusion: solution for $d_\alpha = 1$ with $\alpha$ changing $\alpha = 1.2$ (---), $1.5$ (---), $1.8$ (---).
of this equation is computed using the numerical discretization presented in [Sousa, 2012a].

In Figs. 7 and 8 we plot separately super-diffusion and turbulent diffusion. In Fig. 7 we plot the solution at instant \( t = 1 \) and for different values of \( \gamma [7(a)] \) and \( \alpha [7(b)] \) and in Fig. 8 we consider \( \gamma = 2/3 \) [8(a)] and \( \alpha = 1.5 \) [8(b)] at different instants of time. We observe the profiles are quite different and the diffusive processes affect the same regions differently, that is, considerably higher values of \( u \) concentrate in some regions for the turbulent case. In practical applications, this can mean that if we disregard the turbulent diffusion, the model may assume wrongly that for a certain time the concentration of \( u \) will disappear in certain regions.

4. Final Remarks

We have considered a model which includes advection, classical diffusion and turbulent diffusion. Two numerical methods of first and second orders respectively have been derived and convergence results have been given. The numerical tests confirm that the numerical solution converges to the exact solution, presenting the order of accuracy discussed analytically and also the stability conditions have shown to be very sharp. In the last section we have shown how the turbulent diffusion evolves if we have a Gaussian initial condition. We have also displayed side by side the phenomenon of super-diffusion to give a general overview of different phenomena, such as, turbulent diffusion, classical diffusion and super-diffusion.
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