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1 Categories
1.1 Definition.
A category C consists of:
e a class of objects A, B, C, ...

e for each pair (A, B) of objects of C, a set C(A, B) of morphisms of A on B, denoted by f, g,
...; we will write f: A — B when f belongs to C(4, B);

e for each triple of objects (A, B,C) of C, a composition law

o:C(A, B) x C(B,C) —s C(A,C)

such that:

Axiom 1: for f: A—>B,g: B—>C,h:C — D,
ho(gof)=(hog)of;

Axiom 2: for each object A, there exists a morphism 14 : A — A € C(A, A), called the identity of
A, such that, foreach f: A— Band g: C — A,

lpog=g& foly=Ff.

1.2 Examples.
1. The category Set of sets and maps, with the usual composition law.

2. The category Grp of groups and group homomorphisms, with the usual composition law.

The categories Mon and SGrp, of monoids and semigroups, are defined analogously.

3. The category Vecg of vector spaces over the field K and their linear maps, with their usual
composition law.

4. The category Grph of (directed) graphs and their homomorphisms, with the usual composition
law.

5. The category Metr of metric spaces and non-expansive maps, with the usual composition law.

6. The category POSet of partially ordered sets and monotone maps, with the usual composition
law.

7. The category Set, of pointed sets and maps that preserve the selected point; that is, Set, has
as objects pairs (X, zg), where X is a set and xg € X, and as morphisms f : (X, z9) — (Y, yo0)
maps f: X — Y such that f(zg) = yo.

8. The category Pfn of sets and partial maps (that is, f € Pfn(X,Y) if f is a map whose
domain of definition, DDy, is a subset of X, and whose codomain is Y. The composition
gofePfn(X,Z)of fePfn(X,Y) and g € Pfn(Y,Z) has as domain of definition {z €
X € DDy & f(x) € DD,}, with (g0 f)(z) = g(f(x)).

9. If X is any set, we may consider X as a discrete category C: the objects of C are the elements
of X, C(z,y) =0 if z #y and C(x,x) = {1,}.
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10. if (X, <) is a preordered set, we may consider the category C(x,<) having as objects the elements
of X, and with

{x—y} ifz<y
C =
x.9)(@9) { 1) otherwise,

with the obvious composition law.

11. If (M, x,e) is a monoid, then we may consider the category Cj; having as unique object
M, with Cp(M, M) = M, and with the composition law given by the monoid product: x :
Mx M — M.

12. The category Matr whose objects are the natural numbers and whose morphisms, from n to
m, the real matrices with n rows and m columns. Its composition law is the matrices product.
1.3 Definition.
A category is said to be small if its class of objects (and consequently its class of morphisms) is a
set; it is said to be finite if it has a finite number of morphisms.
1.4 Examples.
Examples of small (finite) categories:
1. the category 0, whose class of objects is empty.
2. the category 1, with a unique object and a unique morphism (its identity).
3. the category 2, with two objects, their respective identities, and one non-trivial morphism.
4. the category 141, with two objects and their respective identities.

The categories defined by preordered sets and by monoids are also examples of small categories.

1.5 Exercises.
1. Verify whether the following constructions define categories:

(a) For each category C, the category C | C (also denoted by MorC or C?) of morphisms of C
that has as objects the morphisms of C, and as morphisms from f: A — Btog: C — D
pairs (h, k) of morphisms of C for which the diagrams

Al

s

B—*.D

are commutative, i.e. goh =ko f.

(b) If A is an object of C, the category C | A (also denoted by C/A) whose objects are the
morphisms of C with codomain A. A morphism from f: B - Atog:C — Aisa
C-morphism h : B — C such that g o h = f, that is, for which the following diagram

B h C

NS

A

commutes.
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(c) If (X,<) is a preordered set considered as a category C(x <) and x € X, interpret
Cix9) + 2.

2. A partially ordered set (X, <) is said to be w-complete if every monotone sequence (or chain)
in X has supremum. A map f: X — Y between w-complete partially ordered sets is said to
be continuous if, for each supremum s of a chain C' = (¢,)nen in X, f(s) is the supremum of
the image of C by f.

(a) Show that every continuous map between w-complete partially ordered sets is monotone.
(b) Let X be a set. Show that:

i. the powerset P(X) of X, ordered by inclusion, is an w-complete partially ordered
set.

ii. The set P of the partial maps from X to X, equipped with the partial order
f<g % DDy C DDy and (Vx € DDy) f(x) = g(x),

is an w-complete partially ordered set.

(c) Show that w-complete partially ordered sets and continuous maps, with the usual com-
position of maps, form a category.

1.6 Definition.

A subcategory D of a category C is a subclass ObD of the class of objects of C and a subclass MorD
of the class of morphisms of C' such that:

e if f € MorD, then its domain and codomain belong to ObD;
e if X € ObD, then 1x € MorD;
e if f g € MorD, then go f € MorD (whenever f and g are composable).

Note that D is itself a category, that inherits the identities and the composition law from C.

1.7 Examples.

1. The category Fin of finite sets and maps is a subcategory of Set.
2. The category of sets and injective maps is a subcategory of Set.
3. Set is a subcategory of P fn.

4. The category AbGrp of abelian groups and their homomorphisms is a subcategory of Grp, Grp
is a subcategory of Mon, and Mon is a subcategory of SGrp.

5. The category of non-directed graphs is a subcategory of Grph.

1.8 Definition.

A subcategory D of C is said to be a full subcategory if MorD contains all the morphisms of C with
domain and codomain in D.
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1.9 Exercises.

1. Which of the subcategories mentioned in the previous examples are full?

2. Show that C | A is a non-full subcategory of C | C whenever C(A, A) has cardinal larger or
equal to 2.

3. Verify whether the category A of w-complete partially ordered sets (and continuous maps) is
a full subcategory of the category POSet.

1.10 Definition.

Given two categories A and B, the product category A x B is the category with ordered pairs (4, B),
A € ObA, B € ObB as objects, and ordered pairs (f,g) : (A, B) = (C, D), where f € A(A,C) and
g € B(B, D), as morphisms. Its composition law is defined componentwisely.

1.11 Definition.

Given a category C, its opposite category or dual category C°P of C is the category whose class of
objects is exactly ObC and with C°P(A, B) := C(B, A); its composition law is defined using the
composition law of C.

1.12 Exercise.

Describe the dual category of the following algebraic structures (considered as categories):
1. a group,
2. a monoid,
3. a preordered set,

and show that, in each of the cases, the category obtained may be also described by the same type
of structure. Verify whether in each of the cases the structure obtained is isomorphic to the initial

one.

2 Functors.
2.1 Definition.
A functor F' : A — B of a category A on a category B consists of:

e a map ObA — ObB between the classes of objects of A and B (the image of A € ObA is
denoted by F(A) or simply by FA),

e for each pair of objects A, A" of A, a map A(A, A") — B(F'A, FA’), usually denoted by F4 a/;
the image of f: A — A’ is denoted by F4 a/(f) (or F(f), or simply Ff),

such that:
Fl.if f € A(A,A") and g € A(A', A”), then F(go f) = F(g) o F(f);

F2. for each A € ObA, F(14) = 1pa.
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2.2 Examples.

1. For each category C the functor identity 1¢ : C — C, with 1¢(C) = C and 1¢(f) = f for each
object C' and each morphism f of C.

2. If A is a subcategory of C, the inclusion functor I4 : A — C with [4(A4) = A and I4(f) = f,
for each object A and each morphism f of A.

3. The forgetful functors

U:Grp— Set with U(G,x) =G and U f = f;

U : Vecxg — Set, that assigns to each vector space its underlying set and to each linear map
the underlying map;

U : Grph — Set with U(X,Kx) = X and U f = f; etc.

4. P : Set — Set, that assigns to each set X the set P(X) of its subsets and to each map
f:X =Y themap Pf = f(—): PX — PY with Pf(S) = f(S) for each subset S of X.

5. For each object C of a category C, C(C, —) : C — Set, assigning to each A of C the set C(C, A)
and to each morphism f : A — B the map

CC,f):C(C,A) — C(C,B)
(9:C—>A) — fog:C—B
2.3

Given two functors F': A — B and G : B — C, the functor Go F' : A — C is defined by composition.
Moreover, for each category A, the identity functor 14 : A — A is an identity for the composition
law. Therefore, although we cannot consider, because of “size” issues, the category of all categories,
we can consider the category Cat of all small categories and their functors, with their natural
composition law.

2.4 Definitions.

Each functor F' : A — B defines, for each pair of objects A, A" of A, a map Fy 4 : A(A,A") —
B(FA,FA".
The functor F' : A — B:

1. is faithful if the map F4 4/ is injective, for all pairs of objects A, A’ of A;
2. is full if the map F4 4/ is surjective, for all pairs of objects A, A’ of A,

3. is injective on objects if the map Ob.A — ObB is injective;

4. is an embedding if it is faithful, full, and injective on objects;

5. is an isomorphism if there exists a functor G : B — A such that Go F =14 and F o G = 15.

2.5 Exercises.

1. Show that the following are functors:
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(a) For each category C and each object A of a category A,

Cp:C — A

C — A
—

(f:C—=0C") At A= A)

(C4 is a constant functor.)
(b) The projection of the product of categories A x B into each of its factors.
(c) For each category C and each object A of C,

4:ClA — C.
cLa — c
(C.H B ) — h
(d) If Yisaset, Y x —: Set — Set, with (Y x =) X =Y xXe (Y x—)f =1y x f.
(e) Q:Set — Set with Q(X) =X x X and Q(f) = f x f.

(f)
P:Set? — Set
X — PX
op . fY-):PY — PX
(fr:Y —=-X) — S o S
(g)
Q:S8et — Set
X — 9X):=PX)
, o(f) : P(X) — P(Y)
FX=7) = A o fyeY| i) cay
(h)

F:.Grf — Set
(X,Kx) — {rveX|(z,2) € Kx}

(f (X, Kx) = (Y, Ky)) FfF); : j:();)

(i) If C is an object of a category C,

C(—,C0):C® —» Set.
A — C(AC)
C(fP,C) : C(A,C) — C(B,C)

P A
! - B = (g:A—=C) — gof

2. Interpret functor in the following situations
(a
(b
(¢) F:C — D, where C and D are categories defined by monoids,

1-C,2—-0C,
F:Cix <) — Cy,<), with (X, <) and (Y, X) partially ordered sets,

)
)

and in each case study the meaning of faithful and full.

3. Identify the faithful and the full functors studied in the first exercise.
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3 Isomorphisms

3.1 Definition.

A morphism f: A — B of C is an isomorphism if there exists a morphism g : B — A in C such that
gof=1laand fog=1p.

3.2 Proposicao.
In a category:
1. Every identity morphism is an isomorphism;

2. The composition of two isomorphisms is an isomorphism.

3.3 Examples.

1. The isomorphisms in Set are the bijections.

2. The isomorphisms in Grph are the bijections f : (X, Kx) — (Y, Ky) such that (z,2') € Kx if
and only if (f(z), f(z')) € Ky.

3. The isomorphisms in Grp (AbGrp, Mon, SGrp) are the bijective homomorphisms.

3.4 Exercises.

Describe the isomorphisms of the categories:
1. POSet;

2. C(x,<y when (X, <) is a preordered set;

w

. C(x,<) when (X, <) is a partially ordered set;

W

. Cpr where M is a monoid;
5. Matg;

6. Pfn.

4 Initial and final objects

4.1 Definitions.
Let C be a category.
1. An object A of C ia an initial object if, for each object C of C, the set C(A,C) is a singleton.

2. An object A of C is a terminal object if, for each object C' of C, the set C(C, A) is a singleton.

4.2 Proposition.

If C and C’ are initial (terminal) objects of the category C, then there exists an isomorphism h : C' — C’.
(One says then that the initial (terminal) object is unique up to isomorphism.)
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4.3

The initial and final objects of a category C (when they exist) are usually denoted by 0 and 1,
respectively. For each C' € C, the unique morphism from 0 into C is denoted by O¢ : 0 — C and the
unique morphism from C' to 1 by !¢ : C — 1.

4.4 Examples.

1. The category Set as initial object — the empty set — and terminal object — any singleton set.
2. The category Grp (AbGrp, Mon) as initial and terminal object: {e}.

3. The category Grph has initial object — (0, ()) — and terminal object — ({0}, {(0,0)}).

4.5 Exercises.
1. Identify, when they exist, the initial and terminal objects of the category:
(a) C(x,<), where (X, <) is a partially ordered set;
(by i ClC,
ii. Cl A,

where C is a category with initial object 0 and terminal object 1, and A is an object of C;

2. A zero object is an object that is simultaneously initial and terminal.

(a) Show that the following conditions are equivalent:

i. C has zero object;
ii. C has initial object 0 and terminal 1, and 0 and 1 are isomorphic;
iii. C has initial object 0 and terminal 1, and C(1,0) # 0.

5 Monomorphisms, epimorphisms and the Categorical Duality Prin-
ciple.

5.1 Definition.

A morphism f : A — B of a category C is a monomorphism if, for all pairs u,v : C — A with
fou= fouv,u=w.

5.2 Proposition.

In a category C,
1. every isomorphism is a monomorphism; in particular, every identity morphism is a monomorphism;

2. the composition of two monomorphisms is a monomorphism.
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5.3 Examples.

1. A morphism f: X — Y of Set is a monomorphism if and only if it is an injective map.

2. A morphism f: (X, Kx) — (Y, Ky) of Grph is a monomorphism if and only if f: X — Y is
an injective map.

3. A group homomorphism is a monomorphism in Grp (AbGrp) if and only if it is injective.

5.4 Definition.

A morphism f: A — B of a category C is said to be an epimorphism if, for any pair u,v : B — C' of
morphisms of C with uo f =vo f, u=w.

5.5 Examples.

1. amap f: X — Y is an epimorphism in Set if and only if it is surjective.

2. A morphism of graphs f : (X, Kx) — (Y, Ky) is an epimorphism in Grph if and only if the
map f is surjective.

3. A homomorphism of groups is an epimorphism in Grp if and only it is an a surjective map.

4. Consider the category C of commutative rings with unit and ring homomorphisms. In C the

epimorphisms are not necessarily surjective:
consider the inclusion ¢ of 7ZZ in @, that is not obviously surjective; however, given any pair
of ring homomorphisms u,v : Q — A such that woi = voi (that is, v and v coincide in the
integers), then, for any g €Q,
w(®) =ulp-3) = ulp) - uly) = ulp) -ulg™) = ulp) -ule) ™" =v(p)-v(g) " =v(2).

5.6 Remark.

A morphism f of a category C is an epimorphism if and only if, as a morphism of C°P, it is a monomor-
phism. Hence we can conclude immediately that the epimorphisms have the “dual” properties of
those stated for monomorphisms.

This statement is a particular instance of:

5.7 Principle of the Categorical Duality.
If an assertion is valid in any category, its “dual assertion” will be also valid, that is, the assertion obtained
by inverting the direction of the morphisms in the first assertion.

5.8 Exercises.

1. Show that, if g o f is a monomorphism, then f is a monomorphism.

2. Show that, if 1 is a terminal object of C, then any morphism in C with domain 1 is a monomor-
phism.

3. (a) Show that, if m is a monomorphism in a category C, then m is a monomorphism in any
subcategory of C.

(b) Give an example of a morphism that is not monic in the category but it is a monomor-
phism in a subcategory.

10
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4. A morphism f: A — B in a category C is said to be a split monomorphism (or section) if there
exists a morphism g : B — A in C such that go f = 14.

Show that:
(a) Every isomorphism is a split monomorphism and every split monomorphism is a monomor-
phism.
(b) If f is simultaneously a split monomorphism and an epimorphism, then f is an isomor-
phism.
5. Dualize the results of the last 4 exercises.
(Note: The dual notion of split monomorphism is split epimorphism or retraction.)
6. Describe monomorphisms, split monomorphisms, epimorphisms and split epimorphisms in the
category:
(a) Set;
(b) if X is a set, Set | X;
(c) Set | Set,;
(d) Cix,<), where (X, <) is a preordered set;
(e) Pfn.
7. A functor F' : A — B preserves property (P) of morphisms (of objects) if F'f has that property
whenever f has it (respectively F'A has that property whenever A has it).
Show that:

(a) Every functor preserves isomorphisms.
(b) In general a functor does not preserve monomorphisms (epimorphisms). (And split
monomorphisms?)
8. A functor F' : A — C reflects one property if f fulfils that property whenever F'f does (analogously
for objects).

Show (giving counter-examples) that the following assertions are in general false:

(a) Every functor reflects isomorphisms.

(b) Every functor reflects terminal objects.

6 Products

6.1 Definition.

If A and B are objects of a category C, the product of A and B is a pair (P, (pa,pp)) where P
is an object of C and py : P — A and pp : P — B are morphisms of C such that, for each pair
(Q, (qa,qB)) where @ € ObC, g4 € C(Q,A) and g € C(Q, B), there exists a unique morphism
t: QQ — P verifying the identities g4 = pa ot and gp = pp ot (that is, ¢ is the unique morphism
making the two triangles commutative).
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6.2 Proposition.

In a category, the product of two objects — when it exists — is unique up to isomorphism.

6.3 Definition.

If (C))qer is a family of objects of a category C, the product of the family (C;);cy is a pair (P, (p; : P —
Cy)icr), where P € ObC and p; € MorC for each i € I, such that, for any pair (Q, (¢; : @ — Ci)ier)
with @ € ObC and ¢; € MorC, there exists a unique morphism ¢ : () — P satisfying the equality
q =p;otforalliel.

If (P, (ps)ier) is the product of (Cy)ier, it is usual to denote the object P by | [ Ci; the morphisms
p; : P — C; are called projections. !

6.4 Exercise.

Show that the product of a family of objects of a category, when it exists, is unique up to isomor-
phism.

6.5 Examples.

Let I be a set.
1. In Set the product of a family of sets (X;);cs is exactly the cartesian product

[1Xi = {(iier | =i € X3},
i€l
with projections p;((z;)icr) = ;.
2. In the category Cat of small categories the product of two categories A and B is A x B as
defined in 1.10.
The product of a family (A;);er of categories is defined analogously.

3. In the category Grp of groups (as well as in AbGrp) the product of a family (Gj,+;)ier is

((H Gi,+), (pi : H G; — G)ier), where H G; is the cartesian product of the sets G; and the
iel icl el
operation + is defined componentwise, that is,

(xi)iel + (yz’)iel = (xz' +i yz’)z’el-

4. In the category Grph of directed graphs and their homomorphisms, the product of a family
(Xi, K;)ier is the pair (X, K), (p; : (X, K) — (Xi, K;))ier), where X is the cartesian product
of (X;)ier and

K = {((l'i)z'eb (yi)ig) e X xX | for all 7 € I, (l’l,yl) S Ki},
where p; is the corresponding projection of the cartesian product.

5. Let (X, <) be a partially ordered set. If (x;);cs is a family of elements of X, their product in
C(x,<) is exactly (when it exists) the infimum of the set {z;|i € I}.

6. In the category of partially ordered sets POSet the product of a family (X;, <;);er is the pair
(X, <), (pi : (X,<) = (X;4,<i))ier), where X is the cartesian product of the family of sets
(Xi)ier and the order relation < is defined by:

(xi)ier < (Wi)ier = (Viel)z; <y,

where p; is the projection of the cartesian product into Xj.

12
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6.6 Remark.

The product of an empty family of objects of C is, when it exists, the terminal object of C.

6.7 Definitions.

One says that a category C:
1. has binary products if, given any pair of objects A and B, there exists the product of A and B.
2. has finite products if any family of objects of C indexed by a finite set has product.

3. has products if any set-indexed family of objects of C has product in C.

6.8 Remarks.

1.If f: A — Band g : C — D are morphisms in C and if the products (4 x C,(pa,pc)),
(Bx D, (pp,pp)) of A and B and of C' and D, respectively, exist, the only morphism of A x C
in B x D making the diagram commutative

is usually denoted by f x g.

2.If f: A— B and g : A — C are morphisms in C and if the product (B x C, (pg,pc)) of B
and C exists in C, the only morphism of A in B x C that makes the diagram commutative

A
N
Y
B _pxo- ¢

is denoted by < f,g >.

6.9 Exercises.

1. Show that a category has finite products if and only if it has a terminal object and binary
products.

2. (a) For the cartesian product of sets, show that the following maps are bijections:
i c: XxY —Y xX, with ¢(z,y) = (y, z).
. a: X x (Y xZ)— (X xY) x Z, with a(z, (y,2)) = ((z,y), 2).
(b) Show that, if A, B, C are objects of a category C, then:

i. there exists an isomorphism from A X B to B x A;
ii. Ax (B x () and (A x B) x C are isomorphic.

3. Let C be a category with binary products. Show that, for each object A of C,

-xA:C — C
C — CxA
(f:C—=C") — (fx1lp:CxA—=C' xA)

is a functor.

13
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4.

5.

(a) Show that, if C has terminal object 1, then, for every object C of C, the product of 1 by
C exists and it is isomorphic to C.

(b) Assume now that C has initial object 0. Verify that, in general, C' x 0 is not isomorphic
to 0 for an object C of C.

And if 0 is a zero object?

Consider in Set the sets Z and IR of integer and real numbers, respectively. Let Z x IR be
their cartesian product, zg € Z, rg € IR,

P Z xR — 7Z and pr:Z xR — 1R.
(z,7) — z+20 (z,7) — r+719

Show that, for any zp and ro, (Z x R, (psy, Pr,)) is a product of Z and IR in Set.

Let (G,+) be an abelian group and (G2, (71, 7)) the cartesian product of G' and G. Show
that (G2, (m1,m2)), (G?, (71,+)) and (G2, (ma,+)) are products of (G,G) in the category of
abelian groups AbGrp.

Show that the category P fn has finite products.
(Suggestion: Verify that the product of X and Y is (X []Y, (px,py)), where

X[[v =& xy)Ux Uy,

+
px : X [1Y — X is the partial map with domain of definition (X xY') U X, where px (z,y) = x
and px(z) = z, and py is defined in an analogous way.)

8. Let C be a category with finite products. Show that C | C has finite products.

6.10 Definition.

If (C;)ier is a family of objects of a category C, the coproduct of (C;)ier is a pair (C, (¢; : C; — C)ier),
where C' € ObC and ¢; € MorC for every i € I, such that, if (D, (d; : C; — D);er) is a pair with
D € ObC and d; € MorC (i € I), then there exists a unique morphism ¢ : C' — D verifying the
equality d; =toc¢; for all ¢ € I.

If (C,(¢i)ier) is the coproduct of (Cj)ier, C is usually denoted by HC,; and the morphisms

el

¢; : C; — C' are called coprojections.

6.11 Examples.

Let I be a set.

1. In Set the coproduct of a family of sets (X;);er is its disjoint union

X =U (X x {i})

el iel

with inclusions ¢; : X; — [[ X;, where ¢j(x) = (x,j), for all x € Xj.

2. In the category Grph, the coproduct of (X;, K;);cs is the pair (X, K) where X is the disjoint

union of (X;) and
}{-::{((x7i)v(y>i))|(x7y) € K, i€ I}'

14
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3. In the category of groups, the coproduct of a family (G;, +;, €;)icr is its free product, that is
built as follows:

e consider the disjoint union A of the sets G; (A is called the alphabet);
e next consider the set B of all finite sequences (called words) of elements of A;
e in B define the equivalence relation ~ generated by:

— forany i,j € I, ¢; ~ ej ~ () (“empty word”);

— whenever a,, and a,,+1 belong to the same Gj,
a1ag - plmy1 - Gn ~ aiag - (apy +; Amt1) - n.

B/ ~, equipped with the operation of concatenation, is the free product of (G;);er, usually
denoted by [[;c; Gi, where ¢;(a) is the singleton word a, for each a € G, j € I.

4. In AbGrp the coproduct of a family (G, +;, €;)ier is its direct sum

11 Gi = {(zi)ier |wi € Gi, {i € I'|; # e;} is finite},
iel

where the group operation is the product operation, and ¢; : Gj — [] G; is defined by c¢j(z) =

(xi)icr with z; = x and z; = e; for i # j.

6.12 Definitions.
As for products, we say that a category C:

1. has binary coproducts if, given any pair of objects A and B, there exists the coproduct of A
and B.

2. has finite coproducts if any family of objects of C indexed by a finite set has coproduct.

3. has coproducts if any family of objects of C indexed by a set has coproduct in C.

6.13 Remark.

If f: A— Band g:C — D are morphisms in C and if the coproducts (A + C, (ca,cc)), (B +
D, (cp,cp)) of A and B and of C and D, respectively, exist, then the unique morphism of A+ C' to
B + D making the following diagram commutative

A2 A+0<C
|
N
Y
B-“2-B+D<2 D

is usually denoted by f + g.

6.14 Exercises.

Verify whether the following categories have coproducts and, if it is the case, describe them:
1. C(x,<), where (X, <) is a partially ordered set;
2. Pfn;
3. POSet.

15
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7 Equalizers and coequalizers

7.1 Definition.

Given a pair of morphisms f,g : A — B in a category C, an equalizer of f and g is a pair (M, m :
M — A), where M € ObC and m € MorC, such that:

1. fom=gom;

2. if (D,d: D — A), with D € ObC and d € MorC, verifies f od = g o d, then there exists a
unique morphism ¢t : D — M such that d = mot.

7.2 Proposition.

When it exists, the equalizer of a pair of morphisms is unique up to isomorphism.

7.3 Proposition.

Every equalizer is a monomorphism.

7.4 Proposition.

If f € C(A, B), then the equalizer of (f, f) exists in C and it is the identity in A.

7.5 Examples.
1. In Set the equalizer of two maps f,g: X — Y is a pair (M, m) where
M =A{z e X|f(z) =g(x)},
and m is the inclusion.

2. In Grp (and AbGrp) the equalizer of two homomorphisms f, g : (G, +) — (G',+) is (M, +), m),
where (M, +)s) is the subgroup {z € G| f(x) = g(x)} of G and m the inclusion.

3. In Grph the equalizer of two morphisms f,g: (X, Kx) — (Y, Ky) is the pair ((M, Ky), m),
where M ={z € X | f(x) =g(x)}, Kpy = KN (M x M) and m is the inclusion.

7.6 Definition.

Given a pair of morphisms f,g: A — B in a category C, a coequalizer of f and g is an equalizer of
(f,g) in C°P. That is, a coequalizer of f,g: A — B in C is a pair (Q,q : B — Q), where ) € ObC
and ¢ € MorC, such that:

1. gof=gqouy;

2. if (R,r: B— R), with R € ObC and r € MorC, verifies ro f = rog, then there exists a unique
morphism ¢ : ) — R such that r =togq.

16
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7.7

1.

7.8

4.

5.

Examples.

In the category of sets, to define the coequalizer (@, q) of a pair of morphisms f,g: X — Y
one considers the equivalence relation ~ generated by the pairs (f(z), g(x)) for every element
x of X and the set @) of equivalence classes of this relation; the map ¢ is the projection of Y
inQ=Y/~.

. In the category of directed graphs, given a pair of morphisms f,¢g : (X, Kx) — (Y, Ky), its

coequalizer is the pair ((Q, K), q), where @ and ¢ are defined as in Set and
K ={(a,b) € Q x Q| there exists (y, z) € Ky such that q(y) = a & q(z) = b}.

In the category of abelian groups, if f : G — G’, the coequalizer of (f,0) is the quotient
G — G'/f(G);if f,g: G — G, then the coequalizer of (f,g) is the coequalizer of (f — g,0).

Exercises.

. Show that in the full subcategory of Set of non-empty sets there are pairs of morphisms

without equalizer.

. Let (X, <) be a partially ordered set. Identify the morphisms in C(x <) that are equalizers (of

some pair of morphisms).

A monomorphism m : M — X is said to be an extremal monomorphism if, whenever m = go f
with f an epimorphism, f is necessarily an isomorphism.

(a) We have shown that every split monomorphism is an equalizer. Show that every equalizer
is an extremal monomorphism.

(b) Show that every morphism that is simultaneously an epimorphism and an extremal
monomorphism is an isomorphism.

(c) Show that, in the category of sets, every monomorphism is an equalizer although not
every monomorphism splits.

(d) Give examples of categories where not every monomorphism is an equalizer.

Show that P fn has equalizers.

Show that P fn has coequalizers.

8 Pullbacks and Pushouts

8.1

1.

Definitions.

The pullback of a pair of morphisms f: A — B, g : C — B in a category C consists of a pair
(P,(¢g: P— A, f': P— (C)), where P € ObC and f’, ¢’ € MorC, such that fog = go f’
and, for each pair (Q,(u:Q — A, v: Q — C)) such that f ou = gow, there exists a unique
morphism ¢ : Q — P making the following diagram
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8.2

commutative. f’ (resp. ¢') is the pullback of f (resp. g) along g (resp. f).

. The dual of a pullback is a pushout.

Exercises.

. Show that the following categories have pullbacks:

(a) Set;
(b) Grph.

. Consider, in the category of sets, a morphism f: X — Y, a subset M C X and its inclusion

m : M — X. Identify the pullback of m along f.

Show that, for every morphism f: A — B in C, the diagram

A I B
1a l 1p
A . B
is a pullback.
. Show that in a pullback diagram

P I C

g’l g
At

if f is a monomorphism (resp. isomorphism), then f’ is also a monomorphism (resp. isomor-
phism).

. A kernel pair of a morphism f: A — B is the pullback (when it exists) of f along f.

Let f: A — B be a morphism in the category C. Show that the following conditions are
equivalent:

(a) f is a monomorphism;
(b) the kernel pair of f exists and it is given by (A, (14,14));
(c) the kernel pair (P, (o, 3)) of f exists and it is such that a = .

Show that, if the following squares

A—l.p_ 9. ¢

N

YUy R e
are pushout diagrams, then the outer diagram is also a pushout.

State the duals of the statements of the previous 4 exercises.

18
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9 Limits and colimits

9.1 Definitions.

Let F': D — C be a functor.

1. a cone of F' consists of a pair (C, (pp : C = FD)peobp), where C € ObC and pp € MorC for
all D € ObD, such that, for each morphism f: D — D’ in D, the diagram

FD
%’
C Ff
= FD'

commutates, that is, F'f opp = ppr.

2. A cone (L,(pp : L — FD)pecobp) is a limit cone of F' (or simply a limit of F') if, for each
cone (M, (qp : M — FD)pcopp) of F, there exists a unique morphism ¢ : M — L such that
qp = pp ot for every object D € D:

L

AK
‘) FD
M%

9.2 Proposition.

If the functor F' : D — C has a limit, this is unique up to isomorphism; that is, if (L, (pp)) and
(M, (gqp)) are limit cones of F', then there exists an isomorphism h : M — L such that pp o h = gp for
all D € ObD.

9.3 Proposition.

If (L,(pp: L — FD)pecopp) is alimitof F: D — C and f,g: M — L are morphisms in C such that
ppo f=ppogforall D€ ObD, then f =g.

9.4 Definitions.

Let F: D — C be a functor.

1. A cocone of F' consists of a pair (C,(cp : FD — C)peobp), where C is an object of C and
cp : FD — C is a morphism in C for all D € ObD, such that, for each morphism f: D — D’
in D, the diagram

FD

/
C Ff
Cp/ FD/

is commutative, that is, cpr o F'f = cp.
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2. A cocone (@, (¢p : FD — Q)peobp) is a colimit cocone of F' (or simply colimit of F') if, for
each cocone (M, (¢p : FD — M)pcobp) of F, there exists a unique morphism ¢ : Q@ — M
such that gp =t o ¢p for every object D € D:

Qx
d
]\Vi%

FD

9.5 Examples.

1. If I is a set interpreted as a discrete category Z, a functor F' : 7 — C consists exactly of a
family (Fi);er of objects of C indexed by I, and its limit, when it exists, is the product of a
family (Fi) in C.

2. Let D be the category with two objects D; and Dy, and two distinct non-trivial morphisms
d,d : D1 — Ds. A functor F : D — C consists of the choice of two morphisms f,g: A — B
in C, and its limit is exactly the equalizer of (f, g).

3. Let D be the category with three objects, D1, Do and D3, and two non-trivial morphisms
d: Dy — D3sand d' : Dy — D3. A functor F' : D — C consists of the choice of two morphisms

with common codomain, f : A — B and g : C — B, and its limit, when it exists, is the
pullback of f and g.

9.6 Definitions.

Let C be a category.

1. C is complete if, for any small category D and any functor F': D — C, there exists a limit of
F.

2. C is finitely complete if, for any finite category D and any functor F' : D — C, the limit of F
exists.

9.7 Remark.

The following result justifies the restriction to small categories in the definition of complete category.

9.8 Theorem.

If the category C has limits for any functor F' : D — C and any category D, then between each two
objects of C there exists at most one morphism.
(That is, C = C(x <) for some preordered class (X, <).)

9.9 Theorem of Existence of Limits.

Let C be a category. The following conditions are equivalent:
(i) C is complete;

(ii) C has products and equalizers.
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9.10 Theorem of Existence of Finite Limits.

Let C be a category. The following assertions are equivalent:
(i) C is finitely complete;
(ii) C has terminal object, binary products and equalizers;

(iii) C has terminal object and pullbacks.

9.11 Exercises.

1. Let C be a category. Verify whether the following functors have limit and colimit in C:

(a) F:1—C;
(b) F:2—=C.

2. Show that, if (A, (fp : A = HD)pecobp) is a cone of the functor H : D —+ A and F : A — B
is a functor, then (F'A, (F fp)) is a cone of the functor F o H.

3. Consider the set IN of natural numbers with the usual order relation <. Verify whether C(y <)
is complete and cocomplete

4. Let X be a set and P(X) its powerset. Consider the functor

F C(P(X),g) — Set
S +— S
S—9 — S5

where S < S’ is the inclusion map. Compute the limit and the colimit of F.
5. A par (A, <) is said to be a directed set if < is a binary relation on X such that:

(1) < is reflexive;
(2) < is transitive;

(3) given a, B € A there exists v € A such that a <~y and 5 < 7.

Consider a directed set (A, <) as a category D having as set of objects A and

B {*g} if <
Dla, 8) = { 0 otherwise.

Let F': D — Set be a functor. Show that (P, (po : P — F(«))), where

P ={(za) € [[ F(a); F(x§)(za) = 25}

and each p, is the obvious projection, is a limit cone of F'.

(Note: One calls inverse system to the image of F' and inverse limit to its limit.)
6. Show that the following assertions are equivalent:
(i) A has an initial object;

(ii) the functor id4 : A — A has limit.
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7. A functor G : A — B preserves limits if, for every small category D and functor F' : D — A,
whenever (L, (pr, : L — FD)peopp) is alimit cone of F', also (GL, (Gpp : GL — GFD)peobp)
is a limit cone of the functor GF. Show that:

(a) Every functor that preserves limits preserves necessarily monomorphisms.

(b) If A is a category and A an object of A, then the functor A(A, —) preserves limits.

10 Natural transformations

10.1 Definition.
Let F,G : A — B be functors.

1. A natural transformation o : F' — G from F to G is a class of morphisms (a4 : FA — GA) acoba
in B, indexed by the objects of A, and such that, for each morphism f : A — B in A, the
diagram

FA aa GA

N o

FB a5 GB

commutates, that is ago F'f = Gf o ay4.
2. A natural transformation a : F — G is a natural isomorphism if there exists a natural trans-
formation 8 : G — F such that foa =1 and a0 8 = 145.
10.2 Properties.

1. If FFG,H : A — B are functors and o : F — G and 8 : G — H are natural transformations,
then (o «, defined by (foa)a := fa0aas (A € ObA), is a natural transformation from F' to
H.

2. The composition law for natural transformations defined above is associative and has a unit:
for each functor F': A — B, 1p: F — F it is defined by (1p4 : FA — FA) scoba-

3 IfF: A— B GH:B—Cand K :C — D are functors and « : G — H is a natural
transformation, then we can define natural transformations af' : GoF' — H o F and Ko :
KoG — Ko H, where aFy =aps: GFA— HFA and Kagp = K(ap) : KGB — KHB.

10.3 Proposition.

Let A be a small category and B an arbitrary category. The functors from A to B and the natural
transformations between them constitute a category, Fun(A, B). This category is small whenever B is.

10.4 Exercise.

Show that the following conditions are equivalent, for a natural transformation « : F' — G, where
F,G: A — B are functors:

(i) « is a natural isomorphism.

(ii) for every object A of A, ay : FA — GA is an isomorphism in B.
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10.5 Examples.

1. Let C = Veck be the category of vector spaces over the field K, and let ( )** : C — C be the
bidual functor; that is, V** = C(C(V, K), K) and, if f € C(V,W), then

(f)=:CC(V,K),K) — C(C(W,K),K)
(f)(g) : C(W, K) K

%
g:C(V,K) > K +— u = gluof)

The canonical morphisms

ay V —
v
form a natural transformation « : 1¢ — ( )**.

2. The determinant is a natural transformation:

Consider the category C of rings with unit, and the functors

U:C — Grp
A ~—— UA (multiplicative group of invertible elements of A)

and

GL,:C — Grp
A +—— GLp(A) (group of invertible matrices n x n with entries on A)

The “determinants” det4 : GL,(A) — UA define a natural transformation

det : GL, — U.

3. Let A be a category. Each morphism f : B —+ A on A defines a natural transformation

A(f, =) - A(A, =) = A(B, —), with A(f, =) = (A(f, C))cecoba, where

A(f,C): A(A,C) — A(B,C)
g:A—=>C +—— gof

10.6 Exercises.

L. Let (X, <) and (Y, =) be two preordered sets. Given functors F,G : C(x <y — C(y,<), explain
what a natural transformation y: F' — G is.

2. If G and G’ are groups and H, K : Cq — C¢ are functors, show that there exists a natural
transformation 5 : H — K if and only if H and K are conjugated homomorphisms, i.e. if
there exists x € G’ such that, for all g € G

H(g)=z-K(g)- 2"

3. Consider the functors

P:Set — Set,
X — PX)
P(f): P(X)

(f: X=>Y) — A

UG
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Q:Set — Set.
X — 9X):=PX)
Q(f) : P(X) — P(Y)

(f:X=Y) — A = {yeY|fly) C A}

(a) Verify that A = (Ax : X = P(X))xeSet, where Ax(z) = {x} for each z € X, is a natural
transformation from the identity functor into the functor P.

(b) Show that the same A\ = (Ax)xeset is not a natural transformation from 1ge; to Q.

4. Let S be a set. Consider the functors

F=—-—x8:8t — S8et and G = Set(S,—):Set — Set
X — Xx8 X +— Set(S,X)=:X5.

Show that the evaluation maps

ax: X5x8 — X

(frs) — f(s)

define a natural transformation o = (ax)xeset from FG to 1get.

10.7 Theorem.

If A is a small category, we may consider the functor

Y: AP — Fun(A,Set)
A — A(A )
feAPAB) — A(f,—): A(A,—) — A(B,—).

The functor Y is an embedding, called Yoneda Embedding.

10.8 Remarks.

The injectivity of Y on objects is immediate. That it is full and faithful means: every natural
transformation of A(A,—) in A(B,—) is defined by a unique A-morphism from B to A, that is, by a
unique element of A(B, —)(A4) = A(B, A).

This result is valid when we replace A(B, —) by an arbitrary functor F': A — Set.

10.9 Yoneda Lemma.

Let A be a category and F' : A — Set a functor. Consider an object A of A and the functor
A(A,—): A — Set.

1. There exists a bijection
OF 4 : Nat(A(A,—), F) — FA

between the natural transformations from A(A, —) to F' and the elements of the set F'A.
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2. The bijections § 4 constitute a natural transformation on the variable A; thatis, 07 = (0F,4) acoba
is a natural transformation from the functor

N: A — Set to F
A +~—— Nat(A(A,—-), F) '

where, if f: A — B,

N(f):Nat(A(A,—-),F) — Nat(A(B,-),F)
a — aoA(f,-)

3. Moreover, if A is a small category, the bijections 0 4 constitute a natural transformation on the
variable I; that is, 04 = (0F,A) FeFun(A,Set) IS @ natural transformation from the functor

M : Fun(A,Set) — Set ev: Fun(A,Set) — Set
to )
F — Nat(A(A,—), F) F — FA

for each natural transformation o« : F' — G,

Nat(A(A,—-),G)
aof

and ev(a) = ay.

M(a) : Nat(A(A,—), F) —
B

10.10 Exercises.
1. Proof the assertions 2 and 3 of Yoneda Lemma.

2. Identify the category Set? = Fun(D, Set), when:

(a) D is the discrete category with two objects;
(b) D =2 (defined in Example 1.4);
(¢) D is the category defined by a monoid M.

3. Let C be a small category. Verify whether the category Set® has

(a) terminal object,

(b) binary products,

and, if it the case, build them.

11 Representable functors

11.1 Definition.
A functor F' : A — Set is said to be representable if there exists an object A of A and a natural
isomorphism of F in A(A4, —).
We say then that the object A represents the functor F.
11.2 Corollary of the Yoneda Lemma.
If the functor F': A — Set is represented by two objects, A and A’, of the category A then there exists

an isomorphism h: A — A’ in A.
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11.3 Examples.
1. The identity functor 1 : Set — Set is representable, being represented by any singleton.

2. The forgetful functor U : Grph — Set is representable, being represented by the graph 1 =

(L} { (s 9)})

3. (a) The forgetful functor U : SGrp — Set is representable, being represented by the additive
semigroup IN (not containing 0).

(b) The forgetful functor U : Mon — Set is representable, being represented by the monoid
No.

(¢) The forgetful functor U : Grp — Set is representable, being represented by the group ZZ.

11.4 Exercises.

Verify whether the following functors are representable:
1. The forgetful functor U : POSet — Set.
2. The forgetful functor U : Set, — Set.

3. The functor
F:grf — Set

(X,Kx) — {xEX\(x,x)EKX}
Ff:FX — FY

(f: (X,Kx) = (Y,Ky)) +— r = f(z).
4. The functor

G:grf — Set
Gf : KX — Ky

(f+ (X, Kx) = (Y. Ky)) (z.2') = (f(x), f(2).

12 Functors and limits

12.1 Definition.

A functor G : A — B preserves limits if, for every small category D and functor F' : D — A, whenever
(L,(pr : L — FD)peobp) is a limit cone of F, also (GL,(Gpp : GL — GFD)pcopp) is a limit
cone of the functor GF.

12.2 Lemma.

Every functor preserving limits preserves monomorphisms.

12.3 Proposition.

Let A be a (finitely) complete category and B any category. A functor F' : A — B preserves (finite)
limits if and only if it preserves (finite) products and equalizers.

12.4 Proposition.

Let A be a category and A an object of A. The functor A(A, —) preserves limits.
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12.5 Corollary 1.
Let A be a category and A an object of A. The “contravariant functor”
A(—, A): A — Set

maps (existing) colimits to limits.

12.6 Corollary 2.

Every representable functor preserves limits.

12.7 Definition.

Let G : A — B be a functor. One says that G reflects limits when, for every small category D
and functor F : D — A, if (L,(pp : L — FD)pecopp) is a cone for F and (GL,(Gpp : GL —
GFD)peobp) is a limit cone limit of GF', then (L, (pp)) is a limit cone of F.

12.8 Lemma.

Every functor that reflects limits reflects necessarily isomorphisms and monomorphisms.

12.9 Proposition.

Let A be a complete category and F' : A — B a functor that preserves limits. The following assertions
are equivalent:

(i) F reflects limits;

(ii) F reflects isomorphisms.

12.10 Proposition.

Every full and faithful functor reflects limits.

12.11 Remark.

Although representable functors do not reflect limits in general, they reflect jointly limits, as ex-
plained next.

12.12 Proposition.

Representable functors reflect jointly limits; that is, if FF : D — A is a functor and (L,(pp : L —
FD)peobp) is a cone for F', then this cone is a limit cone if and only if, for each object A of A,

(A(A, L), (A(A, pp) : A(A, L) = A(A, FD))peonp)
is a limit cone of A(A, F—) in Set.

12.13 Exercise.

Prove Proposition 12.10.
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13 Adjoint Functors

13.1 Definitions.

Let G : A — B be a functor and B an object of B.

1. A universal morphism from B to G is a pair (np, Ap), with an object Ap of A and a morphism
np : B — G(Ap) in B, such that, for each f : B — GA’, there exists a unique morphism
f:A— A'in A making the diagram

B 5 G(Ap) Ap
I

_ |7

GA A

commute.

2. A universal morphism universal from G to B is a pair (0p, Ap), with an object Ap of A and
a morphism op : G(Ag) — B in B, such that, for each g : GA" — B, there exists a unique
morphism g : A” — A in A making the diagram

Ap G(Ap) i B
A
Al GA’

commutative.

13.2 Proposition.

Let G : A — B be a functor such that, for each object B of B3, there exists a universal morphism
(nB, Ap) of B in G. Then there exists a functor F': B — A such that F'B = Ap for all B € ObB, and
n = (np: B— GFB)pgcobp is a natural transformation from 15 to G o F.

13.3 Definition.

One says that a functor F' : B — A is left adjoint to the functor G : A — B if there exists a natural
transformation 7 : 15 — GF such that, for each object B of B, np is a universal morphism from B
to G.

One says then that G is a right adjoint of F', and one writes F' 4 G. (F,G;n) is said to be an
adjunction.

13.4 Proposition.

Given an adjunction (F': B — A,G : A — B;n), there exists a natural transformation € : FG — 14
such that, for each object A of A, ¢4 : FGA — A is a universal morphism from F' to A. Moreover, for
each A € ObA and each B € ObB,

Gepgonga=1lga and eppo Fnp = 1lpp.
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13.5 Definition.

In an adjoint situacao like the one of the previous proposition, the unit of the adjunction is the
natural transformation 7, and the counit of the adjunction is the natural transformation ¢.

Saying that (F,G;n,¢) is an adjunction means that F' 4 G, and that 7 is the unit and ¢ is the
counit of the adjunction.

13.6 Exercises.

1. Show that, if F' : B — A is left adjoint to G : A — B, with unit n and counit ¢, then
G°P : A°P — B°P ig left adjoint to F°P : B°? — A°P. with unit °? and counit 7°P.

2. Show that, if ' and F’ : B — A are left adjoint to the functor G : A — B, then F and F’ are

naturally isomorphic.

3. Show that, if F: B — A and G : A — B are functors and n: 13 = GF and ¢ : FG — 14 are
natural transformations such that, for every object A of A and every object B of B,

Geaonga=1ga and eppo Fnp = 1pg,

then (F,G;n,¢) is an adjunction.

13.7 Theorem.

Given two categories A and B and functors G : A — B and F' : B — A, the following conditions are
equivalent:

(i) There exists a natural transformation 1 : 15 — GF such that, for each B € ObB, ng : B — GFB
is a universal morphism from B to G.

(ii) There exists a natural transformation € : FG — 14 such that, for each A € ObA, ¢4 : FGA — A
is a universal morphism from F' to A.

(iii) There exist natural transformations n : 15 — GF and € : FG — 14 such that
Gegonga=1ga and eppo Fng = 1pp.

(iv) The functors A(F—,—),B(—,G—) : B°? x A — Set are naturally isomorphic.

13.8 Exercises.

1. Show that, if F'; G, H and K are functors,

At p—=" =0
F H

and FF41G and H 4K, then FoH 4 K o(G.

2. Describe adjoint situations for functors between partially ordered sets considered as categories.
3. Let X and Y be sets, and P(X) and P(Y") the powersets of X and Y respectively, ordered by
inclusion, and considered as categories. Let f : X — Y be a map.

Consider the functor

f7HO):PY) — P(X).
B — fYB)
Show that:
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(a) the functor

fO):P(X) — PY)
A — f(A)
is a left adjoint of f~1( );
(b) the functor
f10):PX) — PY)
A — {yeY|f 'y c A}

is a right adjoint of f=1( ).
4. Show that:

(a) the functor C — 1 has a right adjoint if and only if C has terminal object;

(b) the functor A:C — C x C, with A(C) = (C,C) and A(f) = (f, f), has a right adjoint if
and only if C has binary products.

5. Show that, for each set S, the functor F' = — x S : Set —» Set is left adjoint to Set(S,—) :
Set — Set.

13.9 Proposition.

Every right adjoint functor (that is, with a left adjoint) preserves limits.

13.10 Corollary.

Every left adjoint functor preserves colimits.

13.11 Remark.

The preservation of limits by a functor G : A — B doesn’t imply the existence of a left adjoint of G,
except when the category is small and complete. This assertion follows from the Theorem we state

next.

13.12 Freyd’s Adjoint Functor Theorem.

Let A be a complete category and GG : A — B a functor. The following assertions are equivalent:
(i) G has a left adjoint;
(ii) G preserves limits and satisfies the following “Solution Set Condition”:

For each object B of B there exists a set Cp of objects of A such that, for each object
A of A and each morphism f: B — GA in B, there exist A’ € Cp, f': A — A’ and
h:B — GA" in Bsuch that Gf' oh = f:

B h GA’
\ in/
GA
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13.13 Exercises.

1. Consider the inclusion functor g : IN < IN, (where the ordered sets IN and IN, are interpreted
as categories). Show that:

(a) g preserves limits;

(b) g is not a right adjoint.
2. Show that the forgetful functor U : Grp — Set does not have a right adjoint.

3. Let C be a category and A an object of C. Consider the functor
Us:ClA — C.
cLa — c
(C.) B (O ) = h
(a) Show that, if C has products, then U4 has a right adjoint.
(b) Show that, in general, U4 has no left adjoint.
(c) Characterize the objects A of C for which Uy has a left adjoint.

13.14 Theorem.

Let G : A — Set be a functor. The following assertion are equivalent:

(i) G has left adjoint;

(ii) G is representable, and the object A of A that represents G has coproducts in A.

13.15 Exercise.

Verify whether the functor

G:Grf — Set
(X,Kx) — {$6X|(JL‘,I)EK)(}
Gf:FX — FY

(f : (X.Kx) > (V.Ky)) I

has a left adjoint.

13.16 Proposition.

If (F:B— A,G: A— B;n,e) is an adjunction, then:
(a) G is faithful if and only if, for every object A of A, €4 is an epimorphism;
(b) G is full if and only if, for every object A of A, 4 is a split monomorphism.

(c) G is full and faithful if and only if, for every object A of A, 4 is an isomorphism.

13.17 Corollary.

If (F:B— A,G: A— B;n,e) is an adjunction, then:
(a) F'is faithful if and only if, for every object B of B, np is a monomorphism;
(b) F'is full if and only if, for every object B of B, np is a split epimorphism.

(c) Fis full and faithful if and only if, for every object B of B, np is an isomorphism.
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14 Reflective Subcategories.

14.1 Definitions.

Let A be a subcategory of B, and I : A — B the inclusion functor.

1. The subcategory A is said to be replete if it is closed under isomorphisms; that is, if, whenever
h : A — B is an isomorphism with A in A, also B belongs to A.

2. The subcategory A is said to be reflective (co-reflective) if the inclusion functor has left (right)
adjoint. We will call reflector (co-reflector) the left (right) adjoint of I.
14.2 Lemma.
If A is a full subcategory of B and the inclusion functor I : A — B is a right adjoint, then we can define
a left adjoint R : B — A of I such that R, when restricted to 4, is the identity functor.
14.3 Remark.

From now on, whenever I has a left adjoint, we will consider a functor R - I fulfilling the conditions
of the Lemma.

If 1 is the unit of the adjunction R - I, one says that np : B — RB(= IRB) is the reflexion of
B in A.
14.4 Theorem.

Let A be a reflective, full and replete, subcategory of B.
(a) If B is a complete category, then A is complete.

(b) If B is a cocomplete category, then A is cocomplete.

14.5 Exercises.

1. Considering the natural order < in IN and 7, verify whether or not the category C <) is a
(co-)reflective subcategory of C(z <.

2. Verify whether the category of finite sets and maps is a (co-)reflective subcategory of Set.
3. * Verify if the category Set is a (co)-reflective subcategory of P fn.

4. Let B be the (full) subcategory of Grph of reflexive graphs (that is, graphs (X, Kx) such that,
forall z € X, (z,2) € Kx). Let I : B — Grf be the inclusion functor.

(a) For each graph (X, Kx), let X' = {2z € X |(z,2) € Kx} and K’ = {(z,y) € Kx |z,y €
X'}. Show that:
E(X,KX) : (X/aK/) — (X7 KX)
r — T
is a universal morphism from I to (X, Kx).

(b) B is a coreflective subcategory of Grf. Justify this assertion.
(c) Show that B is also a reflective subcategory of Grf.
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5. Let A be the (full) subcategory of Grph of symmetric directed graphs (i.e., those graphs
(X, Kx) such that, if (z,y) € Kx, also (y,z) € Kx). Show that A is both a reflective and a
coreflective subcategory of Grph.

6. If G is an abelian group, the torsion of (G is the subgroup of G
Tor(G) = {g € G|g has finite order}.

An abelian group is said to be a torsion group if G = Tor(G) and a torsion-free group if
Tor(G) = {0}.
Let A and B be the (full) subcategories of Ab of torsion and of torsion-free abelian groups.
Show that:

(a) A is a coreflective subcategory of Ab;

(b) B is a reflective subcategory of Ab.

7. Let B be a category with two objects A, B, and such that, besides the identities, has morphisms

f:A—> Bandg: B — Awithg-f =14 and f-¢g = 1. Show that the subcategory A

of B with objects A and B and morphisms 14,15, f is reflective but the reflector functor
R : B — A, when restricted to A, cannot be the identity.

15 Adjunctions versus equivalences of categories

15.1 Definition.

Two categories A and B are equivalent if there exist functors F': A — B and G : B — A and natural
isomorphisms a: 14 > Go F and §: 13 = F oG.
One says then that F' (and then also () is an equivalence of categories.

15.2 Examples.

1. Let A be a category with one object, A, and one morphism, 14, and B a category with two
objects, By and Bs, and two non-trivial morphisms, f : By — By and g : By — By, such that
go f=1p, and fog=1p,. Then the categories A and B are equivalent.

2. The functors F' and G defined below establish an equivalence between the category P fn and
the category PSet of pointed sets:

F:PSet — Pfn e G:Pfn — PSet

(X,20) — X\ {zo} X — (XU {oo},0)
f — Ff g — Gy

where, for f € PSet((X,z0),(Y,v)), DDpy = X \ f~(y0) and Ff(z) = f(z) for all z €
DDpy, and, for g € Pfn(X,Y), Gg(x) = g(z) if € DDy and Gg(x) = co when x ¢ DDy.
15.3 Theorem.

Let G : A — B be a functor. The following conditions are equivalent:

(i) G is full and faithful and it has a full and faithful left adjoint;
(i) G is an equivalence of categories;

(iii) G is full and faithful, and each object B of B is isomorphic to an object of the form G A for some
A € ObA.
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15.4 Corollary.

Let ' : A — B be an equivalence of categories. Then, if A is (finitely) complete, also B is (finitely)
complete.

16 Cartesian closed categories

For each set A, the functor F': — x A : Set — Set has a right adjoint, G = Set(A, —) : Set — Set,
with the counit of the adjunction given by the evaluation maps

evp:Set(A,B)x A — B
(fra) — fla).

16.1 Definition.

A category C is cartesian closed if it has finite products and, for each object A of C, the functor
— X A:C — C has a right adjoint. In this case, if G4 is the right adjoint of — x A, G4(B) is called
the exponential object — or exponential of B with exponent A —, and it is denoted by B4 or [A — B].

16.2 Proposition.
A category C is cartesian closed if and only if the following functors have right adjoint

C — 1, A:C — CxC and —xA:C — C (for each object A of A).
c — (C,0)

16.3 Exercises.

1. Let C be a cartesian closed category with initial object O.
Show that, if A is an object of C,
(a) 020 x A
(b) if C(A,0) # 0, then A = 0;
(c) if 0 = 1, then the category C is degenerated, that is, all C-objects are isomorphic;
(d) every morphism 0 — A is a monomorphism;
(e) Al= A, A"~ 1 and 14 = 1.
2. Show that, if C is a cartesian closed category and A and B are objects of C, there exists a
bijection between the sets C(A, B) and C(1, B4).

(The elements of C(1, X) are called points of X.)

16.4 Examples.

1. The following categories are cartesian closed:

(a) Set; (b) Set x Set,;
(c) Set | Set,; (d) Set | I, for any set I;
(e) Cat; (f) Grph.

2. The following categories are not cartesian closed: SGrp, Veck, Mon, Grp, Ab, Top.
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16.5 Exercises.
1. Show that the category of finite sets and maps is cartesian closed.
2. A partially ordered set (X, <) is a Boolean algebra if:

e it has finite infima and finite suprema,
e A is distributive with respect to V

(that is: (Vz,y,z2€ X) zA(yVz)=(xAy)V(rAz)), and
e every element x of X has a complement -z in X

(that is: x A -z =0 and z V ~z = 1).
Show that, if (X, <) is a Boolean algebra, then the category C(x <) is cartesian closed.

3. If (X, <) is totally ordered with a top element 1, then C(x,<) is a cartesian closed category,

with
» 1 ifp<gq
q = .
q ifg<np.

17 Toposes

17.1 Definition.

If C is a category with terminal object 1, a subobject classifier of C is a pair (2, T : 1 — ), where
) is an object of C and T : 1 — € is a C-morphism, such that:

For each monomorphism f : A — B, there exists a unique morphism xs : B — €2 such
that the diagram

S

A
o
lT

— =0

is a pullback.

(xf is usually called characteristic morphism — or character — of f.)

17.2 Exercises.

1. Show that a subobject classifier, when it exists, is unique up to isomorphism.
2. Show that, if the category C has a subobject classifier and f : A — C and g : B — C' are

monomorphisms in C, then: f =g < x5 = Xxq4-

17.3 Definition.

A category C is said to be a (elementary) topos if
(a) C is finitely complete;
(b) C is finitely cocomplete;
(c) C is cartesian closed;
(

d) C has subobject classifier.
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17.4 Remark.

In the previous definition condition (b) follows from (a), (c) and (d).

17.5 Examples.

1. Set.

2. The category of finite sets and maps.
3. Set x Set.

4. Set | Set.

5. Set | I, for any set 1.

6. The category M-Set of sets equipped with an action of the monoid M and equivariant maps.

17.6 Proposition.

Let C be a topos.
1. Every monomorphism in C is an equalizer.

2. In C, a morphism is an isomorphism if and only it it is both a monomorphism and an epimorphism.

17.7 Theorem.

In a topos C (EpiC,MonoC) is a factorisation system.

17.8 Remark.

In the proof of this theorem we use the following result, that we didn’t prove:

Theorem. If C is a topos and A and object of C, then C | A is a topos.

17.9 Corollary.

In a topos every epimorphism is a coequalizer.

17.10 Proposition.

In a non-degenerated topos (that is, with 0 % 1), with subobject classifier (T : 1 — ), the object
has at least two points:

e the morphism “true” T :1 — €,

e the morphism “false” L : 1 — 2, that is the characteristic morphism of the monomorphism 0 — 1.
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17.11 Exercise.

Let C be a topos. The points of €2 are called truth values of the topos C.
Calculate the truth values of the following toposes:

1. Set x Set;
2. Set | Set;
3. Set | I (where [ is a set);

4. M-Set.

17.12 Definition.

A natural numbers object in a topos is a diagram
1—2>N—"2sN
such that, for any other such diagram
1> X 2> X
there exists a unique morphism f : N — X such that the following diagram

1—2>N—2=N

NPk

X2 X
commutes.
17.13 Proposition.
If 1—2> N —2= N is a natural numbers object in a topos, then:

1. 1—2> N<=2—N is a coproduct diagram.

2. N ﬁ]\f —— 1 is a coequalizer diagram.
1n

17.14 Theorem.

Properties 1. and 2. of the previous Proposition characterize the natural numbers object in a topos.

17.15 Theorem.

If there exists an object X in a topos such that X = X []1, then X has a subobject with a structure of
natural numbers object.

17.16 Exercises.

Verify whether there exist natural numbers objects in the toposes already studied.
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18 Abelian Categories

18.1 Definitions.

Ley C be a category with zero object. For each pair of objects A and B of C, the zero morphism
from A to B is the morphism A ——=0——= B . We define the kernel of the morphism f: A — B
as the equalizer of f and the zero morphism, and denote it by kerf. Dually one defines cokernel.

18.2 Examples.

1. In the category Set, of pointed sets, and in the category Ab of abelian groups, every monomor-
phism is a kernel. In Set, not every epimorphism is a cokernel.

2. In the category T op. of pointed spaces, and in the category Grp of groups, not every monomor-
phism is a kernel.
18.3 Remark.

Let C be a category with a zero object, kernels and cokernels. For each object C' of C let
P ={f|codf =C}/ ~ and Qo = {f|domf = C}/ ~,

where the equivalence relations ~ are defined by f ~ ¢ if and only if f < g and g < f, and the
preorder relation < is the following one: given f,g, both with codomain C, or both with domain
C, f < g if f factors through g. Then (P%, <) and (Q¢, <) are partially ordered (possibly proper
classes), and the assignments u — keru and f + cokerf define adjoint functors

c coker op
Q T P
ker

(we will not mention the equivalence classes if not necessary). That is,

f <keru <= wu < cokerf.

18.4 Exercise.

Prove that, for each v € Q° and each f € Pg,
ker(coker(keru)) = keru and coker(ker(cokerf)) = coker f.

Conclude that every kernel is the kernel of its cokernel and every cokernel is the cokernel of its
kernel.

18.5 Proposition.

If C has a zero object, kernels and cokernels, then every morphism f : A — B factors through m :=
ker(coker f); that is, there exists g such that f = m o q. This factorisation has the following property:
if f =m'oq, with m’ a kernel, then there exists a unique morphism ¢ making the following diagram

commute:

q
—

q/l t im:ker(cokerf)
¥

s S
m/

If, moreover, C has equalizers and every monomorphism in C is a kernel, then ¢ is an epimorphism.

38



Teoria das Categorias

18.6 Definition.

A category C is enriched in Ab (or Ab-category) if every set of morphisms C(A, B) has an abelian
group structure compatible with the composition law, that is, such that the morphisms composition

is bilinear:

(Vf,f' € C(A,B)) (Vg,9' € C(B,C)) (g+g) o (f+ )= (g0 f)+(g0f)+ (g 0f)+ (g of)
18.7 Exercise.
Show that, if C is an object in an Ab-category, then the following conditions are equivalent:

(i) C is initial;

1¢ is a zero morphism;

)
(i) C is terminal;
(iii)

)

(iv) C(C,C) is the trivial group.

18.8 Definition.
A diagram of biproduct of the objects A, B on the Ab-enriched category C is a diagram

A p1 C p2 B (1)

i1 12

such that pjoi; =14, p2oio =1p and i3 0p; +i20p2 = 1¢.

18.9 Exercise.

Show that, if the diagram (1) is a biproduct, then p; o iy = 0 and py 0 i3 = 0.

18.10 Theorem.

In an Ab-category two objects have product if and only if they have biproduct. In particular, given the

biproduct diagram (1), A <2—C —> B is the product of A and B, while, dually, A —*~C <>~ B
is a coproduct. In particular, there exists the product of A and B if and only if there exists their coproduct.

18.11 Definition.

An Ab-category is additive if it has zero object and biproducts.

18.12 Definition.

In an additive category we can define a functor (tensor product):

CxC C

(A,B)—A®B

(f,g)l J{f@g

(A,B"Y —— A& B
where A @ B is the biproduct object of A and B, and f @ g may be defined as f x g or f + g, using
the universal property of A @ B as product and coproduct of A and B, respectively.
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18.13 Exercise.

Show that f x g = f + ¢ in the definition given above.

18.14 Proposition.

If f,f': A— B are morphisms in an additive category C, then:

Al gy =42 a4 Bep Yo By,

where Ay : A — A x A 'is the morphism (14,14) and Vp : B+ B — B is the morphism [15,15] :
B+ B — B.

18.15 Exercise.

Prove the Proposition above.

18.16 Definition.

A functor T : A — B, between two categories enriched in Ab, is said to be an additive functor if it
preserves the morphisms sum, that is, for f, f': A— Bin A, T(f + f/) =T(f) + T(f).

18.17 Proposition.

If A and B are additive categories, then a functor T' : A — B is additive if and only if it preserves
biproducts.

18.18 Definition.

An Ab-category is abelian if:

(1) it has a zero object;

(2) it has biproducts;

(3) it has kernels and cokernels;

(4) every monomorphism is a kernel and every epimorphism is a cokernel.

18.19 Remarks.

(a) By Exercise 18.7, in (1) it is enough to assume the existence of terminal object.
(b) By Theorem 18.10, in (2) it is enough to impose the existence of products, or of coproducts.
(c) The notion of abelian category is self-dual; that is, a category C is abelian if and only if C°P is.
(d) If we replace (2) by

(2’) it has binary products and binary coproducts;

we don’t need to impose that the category is Ab-enriched. One can define the sum of two
morphisms as given in Proposition 18.14 [non-trivial proof, that will not be presented in this
course].
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18.20 Lemma.

Every abelian category is finitely complete.

18.21 Exercise.

Show that, if A is a small category and C an abelian category, then the category Fun(.A, C) is abelian.

18.22 Proposition.

Is C is an abelian category, then every morphism f has a factorisation f = moe, with m a monomorphism
and e an epimorphism, being m = ker(cokerf) and e = coker(kerf). Moreover, if g =m’ o e’ is such a
factorisation and the diagram

We denote this factorisation of f by f = imf o coimf, with m = ker(cokerf) = imf and
e = coker(ker f) = coimf.

18.23 Definition.

A composable pair of morphisms *f>B -~ is exact in B if im f = kerg, or, equivalently,
coker f = coimg.

18.24 Exercise.

Prove that 0 A ! B—1-¢C 0 is exact in A, B and C if and only if f = kerg and
g = coker f.
18.25 Definitions.
1. A diagram 0 A ! B—1-¢C 0 is a short exact sequence if it is exact in A, B
and C; that is, f = kerg and g = cokerf.
2. One says that 0 A / B—72+(C is a left short exact sequence if f = kerg, that is, if
it is exact in A and B.
3. One says that A ! B—21-C 0 is a right short exact sequence if g = cokerf, that is,

if it is exact in B and C.

18.26 Definition.

A functor T : A — B between two abelian categories is exact if it preserves finite limits and finite
colimits. It is left exact if it preserves finite limits.
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18.27 Theorem.

The following conditions are equivalent, for a functor T': A — B between abelian categories:
(i) T is exact;
(i) T is additive and preserves kernels and cokernels;

(iii) T is additive and preserves left and right short exact sequences.
18.28 Short Five Lemma.
Given a commutative diagram in an abelian category

0—=A—"sB—°>C—>0

b b

0 Ao g d o 0

where the rows are exact sequences,
(1) if f and h are monomorphisms, then g is a monomorphism;
(2) dually, if f and h are epimorphisms, then g is an epimorphism;

(3) therefore, if f and h are isomorphisms, then g is an isomorphism.

18.29 Proposition.

In an abelian category, let us consider a pullback diagram:

f/

— s

D
g’i g
A f

— < B
1. If f is an epimorphism, then so is f.

2. Moreover, kerf = ¢’ - ker f’.
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