On the solution of general Bordered ABD linear systems
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In this paper we analyze the solution of Bordered Almost Block Diagonal (BABD) linear systems arising from the discretization of BVPs with nonseparated boundary conditions using some well known numerical methods, for example spline collocation at Gaussian points. Several approaches based on cyclic reduction are proposed and compared.

1 Introduction

One of the most expensive parts of any package for the solution of boundary value problems (BVPs) is the solution of the linear systems generated internally. So, much of the effort in constructing such codes, is first devoted to defining numerical schemes in order to obtain linear systems with well defined and simple sparsity structure, and, second to minimizing the number of generated meshes, which is proportional to the number of matrix factorizations.

Each package for BVPs uses well established codes for the solution of sparse structured linear systems. Among the others, SOLVEBLOK [5] is widely used since it solves quite general block banded linear systems. Since some BVP codes require the solution of so-called Almost Block Diagonal (ABD) systems, specific codes constructed for such systems, such as COLROW [6], ARCECO[6] and ABDPACK [7] are often preferred. Because of their linear algebra requirements, these codes can only be applied to BVPs with separated boundary conditions. The discretization of BVPs with non-separated boundary conditions leads to Bordered Almost Block Diagonal (BABD) matrices, with one additional block which is completely outside the ABD structure (either in the left-lower corner or in the right-upper). Though it is possible to rearrange BVPs with non-separated BCs into BVPs of double the size with separated BCs, in [3] it is shown that this is not always efficient.

For this reason in [2], based on an idea in [1], a Fortran 90 code, BABDCR, was proposed for the solution of BABD matrices. This code solves BABD systems which can be seen as block bidiagonal matrices with an additional corner block. In [3], BABDCR has been successfully applied in the codes MIRKDC and PMIRKDC. Here, we generalize the cyclic reduction approach in [1, 2] to the solution of general BABD linear systems

\[ Ax = f \]  

(1)

where the structure of the coefficient matrix \( A \) is depicted in Figure 1.

ABD matrices are characterized by a very special sparsity pattern: the nonzero elements are grouped in block rows; there is no intersection between the nonzero columns of two non consecutive block rows; finally, the main diagonal entries always lie in the nonzero blocks. BABD matrices satisfy an additional property: the last (or the first) block row has an extra block in the left–lower (right–upper) corner whose nonzero columns only intersect the nonzero columns of the first (last) block row. The blocks in this row are called boundary blocks since they arise due to the boundary conditions when solving a BVP.

Since each block row of the BABD matrix has columns overlapping with the previous and the successive block rows, and there is no intersection between these overlapped columns, we recognize three blocks in each block
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where the columns of $A_i$ and $C_i$ overlap the columns of $V_{i-1}$ and $V_{i+1}$, respectively. Moreover, $V_i$ and $V_N$ have the same structure as each other $V_i$: $A_1$ is overlapped with $D_a$ and $C_N$ is overlapped with $D_b$. Matrices with this shape arise, for example, from the numerical solution of two-point boundary value problems with non-separated boundary conditions when using spline collocation with B-splines or monomial splines at Gaussian points (see [4]). The idea is to determine a piecewise polynomial approximation to the exact solution satisfying continuity boundary conditions when using spline collocation with B-splines or monomial splines at Gaussian points (see [4]).

In addition, when monomial splines are used, $n_i$ and $k_i$ overlap the columns of $V_i$ and $V_{i+1}$, respectively. Moreover, $V_i$ and $V_N$ have size $n \times n$, where $n$ represents the order of the ODE and $k$ the number of Gaussian points in each subinterval of the mesh.

In addition, when monomial splines are used,

$$V_i = \begin{pmatrix} A_i & B_i & C_i \end{pmatrix}$$

where $I$ is an identity matrix of size $n$, and $O$ is a $k \times n$ null matrix.

In general, suppose that $V_i$ has $m_i$ rows while $A_i$ and $B_i$ have $n_i$ and $k_i$ columns, respectively. Then each block $V_i$ is $m_i \times (n_i + k_i + n_{i+1})$ and is overlapped by $V_{i-1}$ in the first $n_i$ columns and by $V_{i+1}$ in the last $n_{i+1}$ columns. Blocks $D_a$ and $D_b$ have dimensions $m_{BC} \times n_1$ and $m_{BC} \times n_{N+1}$, respectively. Therefore, we must have

$$m_{BC} + \sum_{i=1}^{N} m_i = \sum_{i=1}^{N+1} n_i + \sum_{i=1}^{N} k_i.$$ 

To satisfy the properties of a structurally nonsingular BABD matrix, the following conditions must also be satisfied:

$$m_i + m_{i+1} \geq k_i + n_{i+1} + k_{i+1}, \quad i = 1, \ldots, N - 1$$

$$n_1 + n_{N+1} \geq m_{BC}.$$ 

Since in block form the coefficient matrix has $N + 1$ rows and $2N + 1$ columns, in the next section we use for simplicity the following definitions for the right hand side and for the unknown vector:

$$f = (d^T, f_1^T, \ldots, f_N^T)^T, \quad x = (z_1^T, w_1^T, z_2^T, w_2^T, \ldots, z_N^T, w_N^T, z_{N+1}^T)^T.$$
The cyclic reduction algorithm

The idea (see [1]) is to cyclically reduce (1) in order to derive systems of lower dimension (involving less unknowns) with the same BABD structure. At the first step of reduction, for \( i = 1, 3, 5 \ldots \), two consecutive block rows

\[
A_i z_i + B_i w_i + C_i z_{i+1} = f_i
\]

\[
A_{i+1} z_{i+1} + B_{i+1} w_{i+1} + C_{i+1} z_{i+2} = f_{i+1}
\]

are coupled to obtain the row

\[
A'_i z_i + B'_i w'_i + C'_{i+1} z_{i+2} = f'_i
\]

involving the unknowns \( z_i \) and \( z_{i+2} \), and a new unknown \( w'_i \) defined below.

Blocks \( A'_i \) and \( C'_{i+1} \) in (4) have the same number of columns as \( A_i \) and \( C_{i+1} \), respectively. Moreover, \( A'_i \) overlaps the columns of \( C'_{i-1} \) obtained by the reduction of the previous pair of rows (\( A'_i \) overlaps \( D_{i-1} \)), and \( C'_{i+1} \) overlaps the columns of the matrix \( A'_{i+2} \) obtained by the reduction of the next pair of block rows (\( C'_{N} \) overlaps \( D_{i-1} \)). If \( N \) is odd, the last row is unchanged in the reduced matrix. Therefore, the number of block rows of the new matrix is \( \lfloor N/2 \rfloor + 1 \).

The size of equation (4) strongly depends on the choice of matrix \( M_i \) used to obtain (4) from (3). \( M_i \) is chosen as one of the matrices:

1. \( M_i = \begin{pmatrix} B_i & C_i \\ A_{i+1} & B_{i+1} \end{pmatrix} \) leading to a null vector \( w'_i \) (since \( B'_i = 0 \));

2. \( M_i = \begin{pmatrix} C_i \\ A_{i+1} & B_{i+1} \end{pmatrix} \) leading to \( w'_i = w_i \);

3. \( M_i = \begin{pmatrix} B_i & C_i \\ A_{i+1} \end{pmatrix} \) leading to \( w'_i = w_{i+1} \);

4. \( M_i = \begin{pmatrix} C_i \\ A_{i+1} \end{pmatrix} \) leading to \( w'_i = \begin{pmatrix} w_i \\ w_{i+1} \end{pmatrix} \).

The choice among the various \( M_i \) depends strongly on the sparsity structure of the blocks involved. The choice of \( M_i \) in 4. rather than in 1. reduces the number of operations to compute the factorization of \( M_i \) but gives a reduced system of larger size. If \( k_i = 0 \) for any \( i \), then the only available choice 4. has been investigated in detail in [1, 2]. Because of (2) and the non-singularity of \( A \), we can set \( M_i \) to size equal to \( (m_i + m_{i+1}) \times s_i \) and rank \( s_i \). Then, the number of equations in (4) is \( m'_i = m_i + m_{i+1} - s_i \) and \( B'_i = m'_i \times (k_i + n_i + 1) - s_i \). That is, the reduced system does not involve at least the unknowns \( z_i, i = 2, 4, 6, \ldots \), and its size is reduced by \( \sum_{i=1}^{\lfloor N/2 \rfloor} s_{2i-1} \).

In general from

\[
P_i M_i = \begin{pmatrix} L_i \\ S_i \end{pmatrix} U_i \equiv \begin{pmatrix} L_i \\ S_i \end{pmatrix} \begin{pmatrix} U_i \\ 0 \end{pmatrix},
\]

where \( P_i \) is a \((m_i + m_{i+1}) \times (m_i + m_{i+1})\) permutation matrix and \( L_i, U_i \) are the triangular matrices of the corresponding LU factorization, the reduced system is obtained by multiplying (3) by \( P_i \) and the inverse of the lower triangular matrix of the \( M_i \) factorization. For example, in case of \( M_i \) in 4., one has

\[
\left( \begin{array}{cc} L_i & I \\ S_i & I \end{array} \right)^{-1} P_i \begin{pmatrix} A_i & B_i & C_i \\ A_{i+1} & B_{i+1} & C_{i+1} \end{pmatrix} = \begin{pmatrix} \hat{A}_i & \hat{B}_i & \hat{U}_i \\ \hat{A}'_i & \hat{B}'_i & \hat{B}'_{i+1} \\ \hat{C}'_{i+1} & \hat{C}'_{i+1} & \hat{C}'_{i+1} \end{pmatrix}
\]

where \( B'_i \) in (4) equals \( \begin{pmatrix} B'_i & B'_{i+1} \end{pmatrix} \) in (5). The right hand side is modified accordingly. For the other choices of \( M_i \), the procedure is obviously simplified since \( B_i \) and/or \( B_{i+1} \) are included in \( M_i \) and thus do not appear in the reduced system.
For the factorization of $M_i$, suppose for simplicity $k_i = k \neq 0$, $n_i = n$ and $m_i = n + k$, and consider the factorization of $M_i$ in 1. (for the other cases the factorization may be easily deduced). There are two stages: in the first, $k$ steps of factorization are performed independently on $(n + k) \times k$ blocks $B_i$ and $B_{i+1}$ thus obtaining

$$
\begin{pmatrix}
Q_i & Q_{i+1}
\end{pmatrix}
\begin{pmatrix}
B_i & C_i & A_{i+1} & B_{i+1}
\end{pmatrix}
= \begin{pmatrix}
\tilde{L}_i & S_i & I & \tilde{L}_{i+1}
\end{pmatrix}
\begin{pmatrix}
\tilde{U}_i & T_i & C_i & \tilde{U}_{i+1}
\end{pmatrix}
,$$

where $\tilde{L}$ and $\tilde{U}$ are $k \times k$ triangular matrices, $I$ is the identity matrix of size $n$, $Q$ are permutation matrices, and the other blocks are defined accordingly. In the second stage, $n$ steps of factorization are performed on $\begin{pmatrix}
\bar{C}_i \\
\bar{A}_{i+1}
\end{pmatrix}$ thus obtaining

$$
\bar{Q}
\begin{pmatrix}
\bar{U}_i & T_i & \bar{C}_i & \bar{U}_{i+1}
\end{pmatrix}
= \begin{pmatrix}
I & \bar{L}_i & S_i & I
\end{pmatrix}
\begin{pmatrix}
\bar{U}_i & T_i & \bar{U}_{i+1}
\end{pmatrix}
.$$

The lower triangular matrix must be non singular. This is the reason of the fourth null row of the upper triangular matrix (and the identity matrix in the fourth column of the lower triangular matrix). Then, the reduced system in (5) is obtained by pre-multiplying

$$
\begin{pmatrix}
I & \bar{L}_i & S_i & I
\end{pmatrix}
^{-1}
\bar{Q}
\begin{pmatrix}
\tilde{L}_i & S_i & I & \tilde{L}_{i+1}
\end{pmatrix}
^{-1}
\begin{pmatrix}
Q_i & Q_{i+1}
\end{pmatrix}
$$

to the equations in (3). None of the factorizations require fill-in. Additional storage is however required for the successive reduced matrices if (as is usual in the algorithms devoted to BVP solution) the factorization is computed once and used to solve several linear systems.

The reduction must be iterated until, after $p = \log_2(N)$ steps, the $2 \times 2$ block linear system

$$
\begin{pmatrix}
D_a & D_b \\
A_1^{(p)} & C_N^{(p)}
\end{pmatrix}
\begin{pmatrix}
z_1 \\
z_{N+1}
\end{pmatrix}
= \begin{pmatrix}
d \\
f_1^{(p)}
\end{pmatrix}
$$

(6)

(of size $m_1 + m_{N+1}$) is obtained. Then, the algorithm for the solution of (1) proceeds with a back-substitution phase that first computes $z_1$ and $z_{N+1}$ from (6), and then the other unknowns in reverse order.

References