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Can category theory help?
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\text { (Cut) } \frac{x ; \Gamma \vdash \phi \quad x ; \Gamma, \phi \vdash \psi}{x ; \Gamma \vdash \psi}
$$

Doctrines and hyperdoctrines ${ }^{3}, \ldots$
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and, possibly, $\Gamma$ and $g \lambda F$ and related by a map
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\lambda_{F}^{\#}: g \lambda F \rightarrow \Gamma
$$
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## Stratified contexts

$$
x ;\ulcorner\vdash \psi
$$

Remark $e$ is a fibration.

$$
x ;\left\ulcorner\vdash \psi \text { iff } \left\{\begin{array}{l}
x \vdash e \mathbb{E} \\
x \vdash \operatorname{dom}(e)=\mathbb{P} \bigwedge \Gamma \\
x \vdash \operatorname{cod}(e)=\mathbb{P} \psi
\end{array}\right.\right.
$$
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... plus both $\Delta \Sigma$ and $S$ are monads!
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Thank you for listening!


[^0]:    ${ }^{1}$ Dybjer, "Internal type theory", 1996.

[^1]:    ${ }^{1}$ Dybjer, "Internal type theory", 1996.
    ${ }^{2}$ Awodey, "Natural models of homotopy type theory", 2018.
    ³Lawvere, "Adjointness in Foundations", 1969.

[^2]:    * Provided that the ambient 2-category has some structure. Here: Cat.

